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10 CONTENTS



IntroductionBrief history of the ferroelectricityFerroelectricity was discovered in 1920 by Valasek [281] who observed thatthe polarization of Rochelle salt can be reversed by the application of anexternal electric �eld. From the very beginning, the ferroelectricity arousedjoined scienti�c and industrial interests. With the passing years, distinctfamilies of ferroelectric crystals were identi�ed. A tremendous lot of ex-perimental data were accumulated and di�erent theories were proposed toexplain the phenomenon. Ferroelectric materials are now currently used invarious technological applications [138, 103, 119, 274]. However, in spiteof many years of interest, there still remain many academic questions con-cerning the fundamental nature of the ferroelectricity [171, 274] and someof its related properties [171, 78]. Some of these questions are at the originof the present study. They will be reintroduced within a partial history ofthe ferroelectricity, focusing on the ABO3 compounds.The �rst series of isomorphous ferroelectric crystals was produced inZurich, during the thirties. It concerned a family of phosphates and ar-senates. The most popular of these compounds is potassium dihydrogenphosphate (KH2PO4), usually abbreviated as KDP. At that time, it wascommonly thought that the existence of a hydrogen bond was necessary,if not su�cient, condition for the polar instability to occur. Consequently,there was only very little motivation for looking for ferroelectricity in ma-terials such as oxides which did not contain hydrogen.The ferroelectric properties of barium titanate (BaTiO3) were found in-cidentally, in 1945, when searching for new dielectrics to replace mica [171].Rapidly, it became by far the most extensively studied ferroelectric ma-terial. On cooling, it undergoes a sequence of three successive structuraltransitions from a paraelectric cubic phase to ferroelectric structures oftetragonal, orthorhombic and rhombohedral symmetry. It was the �rst fer-roelectric without hydrogen bonds, the �rst with a non-polar paraelectricphase, the �rst with more than one ferroelectric state. In addition, its pro-11



12 INTRODUCTIONtotype crystal structure was cubic perovskite with only �ve atoms per unitcell. It was therefore o�ering to physicists an opportunity to study theonset of ferroelectricity from a very simple structure.The sudden interest for BaTiO3 broadened gradually to di�erent ox-ides of the ABO3 family [171]. A ferroelectric activity was discovered inKNbO3 presenting the same sequence of phase transitions than BaTiO3, orin PbTiO3 that remains stable at low temperature in tetragonal symme-try. Ferroelectricity was also observed in LiNbO3 and LiTaO3, which donot have the perovskite structure but still are ABO3 lattices with oxygenoctahedra (illmenite structure).The great fascination for the ABO3 perovskite structure is that, in addi-tion to ferroelectric potentialities, it also readily undergoes non-polar struc-tural phase transitions, associated with di�erent tilts of the oxygen octahe-dra. Moreover, the observed transitions are not necessarily ferrodistortive(involving a � type displacement of the atoms of the prototype phase) butmay be antiferrodistortive (displacement associated to a non-zero vectorwithin the Brillouin zone). The most frequently observed case consists ina cell doubling transition, associated to a Brillouin zone boundary typedisplacement like in SrTiO3 (non-polar distortion) or PbZrO3 (antiferro-electrics). Sometimes, like in NaNbO3, instabilities of di�erent charactersare present and produce a chain of transitions of di�erent natures: ferro-electric, anti-ferroelectric, non-polar.Due to the simplicity of the ABO3 perovskite structure, it was quitenatural to expect theoretical progress at the microscopic level in the under-standing of ferroelectricity. A �rst important step was performed in 1950by Slater [272] who suggested that the ferroelectric instability of BaTiO3should be caused by long-range dipolar forces which, via the Lorentz locale�ective �eld, tend to destabilize the high symmetry con�guration favoredby local forces. It was the starting point for a \displacive" explanation ofthe phase transition, as opposed to the more conventional order-disorderdescription 1. The concept of \rattling" Ti ion was introduced in modelsconsidering motion of the Ti atom in the rigid framework of the rest of thelattice. It was a �rst neat picture, however questionable as all the atomswere actually displaced after the ferroelectric transition has occurred. Anew breakthrough arrived in 1959, when Cochran [39] 2 realized that thetheory describing the displacive lattice instability should be cast withinthe framework of lattice dynamics, when considering one of the latticemode as the basic variable. His theory was exhibited in the framework1The order-disorder descriptionmakes reference to a multi-well energy surface, yield-ing macroscopically non-polar but microscopically polar paraelectric phase. In the dis-placive model, the paraelectric phase is also microscopically non-polar [81].2A similar approach was taken independently by Anderson [3].



INTRODUCTION 13of a shell-model approach. The concept of soft-mode was introduced. Thecompetition between short-range and Coulomb forces highlighted by Slaterreappeared coherently in this context as the origin of the softening of a par-ticular transverse optic mode. Later, the ideas of Cochran were generalizedin the framework of microscopic e�ective Hamiltonians [171] and the soft-mode became a central quantity in the description of di�erent structuralinstabilities.Independently, we note that theory had also progressed rapidly at themacroscopic level when focusing on thermodynamic concepts. An inter-esting description of BaTiO3 was, for instance, already reported by De-vonshire [57] in 1949, from an expression of the free energy in powers ofpolarization and strain. While the microscopic description of Cochran wasessentially concerned by the atomic displacements, one of the major con-tribution of the thermodynamic approach was probably to emphasize thecrucial role of the macroscopic strain. Coupling between the soft-modeand the strain, neglected in many of the microscopic models, appeared re-cently as a major ingredient for a correct description of the successive phasetransitions in ABO3 compounds [314, 289].Since the sixties, the emphasis has been placed dominantly on the lat-tice dynamical description of the ferroelectricity. There was an explosion ofexperimental activity using techniques allowing to measure frequency andtemperature dependent properties of the soft-mode. A new step in the mi-croscopic understanding of the ferroelectricity in ABO3 compounds arosefrom the �t of these experimental data within a shell-model approach. In1976, Migoni, Bilz and B�auerle [196] suggested that the ferroelectric insta-bility should originate in a non-linear and anisotropic polarizability of theoxygen atoms. This gave rise to the \polarizability-model" [18, 25] that waswidely used to describe the dynamics of ABO3 compounds. The unusualpolarizability of the oxygen atom was discussed [196, 24, 18] and is still nowusually referred as the origin of the ferroelectricity [26]. In particular, itwas already suggested by Bilz et al. [196] that the anisotropy of the oxygenpolarizability should be induced by the dynamical hybridization betweenoxygen p-states and transition metal d-states [196, 18]. As we will see later,this intuition was correct and these hybridizations play a major role in theferroelectric instability. However, within their semi-empirical approach, itwas not possible to understand the mechanisms of interplay between theelectronic and dynamical properties.At the same time, but in a di�erent context, Comes, Lambert andGuinier [46] reported di�use X-ray scattering for crystals of BaTiO3 andKNbO3, in three sets of planes normal to the cubic axis. This feature wasassociated to a static linear disorder, explained in terms of what is nowusually referred to as the \8-sites model". This model is another mean-



14 INTRODUCTIONingful picture currently invoked to visualize the mechanism of the phasetransition. It was however contested by H�uller [125] who preferred to fa-vor a dynamical explanation for the linear disorder. Independently of thedebate on the static or dynamical nature of the disorder, the existence ofchain correlations became well accepted, although its microscopic originremained unclear [180].At the end of the seventies, di�erent interesting features had thereforebeen identi�ed as playing an important role in the ferroelectricity of ABO3compounds. Di�erent models were available, well suited for qualitativedescription of the ferroelectric instability within a speci�c context. Nev-ertheless, accumulating the experimental data, it appeared gradually thatthe ferroelectric transition was more complex than previously expected: forinstance, it was observed that the phase transition is not purely displacivein the sense de�ned by Cochran, but has also an order-disorder characteraround the transition temperature 3. Unfortunately, the theoretical modelsavailable at that time had their limitations and were not accurate enoughto describe and investigate all the subtle features of the phase transition.A �rst-principles approachA new opportunity for addressing the remaining open questions concerningthe ferroelectricity was given recently when ABO3 compounds became ac-cessible to �rst-principles calculations performed within the Density Func-tional Theory (DFT) [121, 147]. Indeed, such a technique does not restrictto the description of the electronic properties of materials but is also par-ticularly suited to investigate their structural properties. Earlier DFT cal-culations on ABO3 compounds were reported by Weyrich [298, 299] duringthe eighties. The recent renewal of interest in these materials is a conse-quence of di�erent theoretical advances combined with a gigantic jump ofcomputational power during the last few years.A �rst crucial advance concerns the emergence of the modern theoryof polarization, pioneered by Resta [243] and King-Smith and Vander-bilt [142, 283]. Until recently, the macroscopic electronic polarization wasindeed not directly accessible for periodic systems with continuous elec-tronic distributions. This was a major impediment to a systematic studyof ferroelectric materials for which the polarization appears as the funda-mental quantity. Now, the electronic contribution to the polarization canbe conveniently obtained from a Berry phase of the electronic wavefunctionsand is easily computed in the framework of DFT.3The appearance of the order-disorder character originates in the evolution of thethermal energy with respect to the height of the multi-well energy barrier [81].



INTRODUCTION 15A second ingredient is the e�ective Hamiltonian approach to structuralphase transitions, developed by Rabe and Joannopoulos [227, 228, 229], inwhich the parameters of the Hamiltonian are determined from the results of�rst-principles calculations. Such an approach, �rst applied to GeTe [227],was then generalized by Rabe and Waghmare [230, 232, 289] for generalphonon-related phase transitions, opening the door to a systematic �rst-principles study of the ABO3 family compounds. In this speci�c context,the recent density functional perturbation theory (DFPT) [11, 91] appearedas an important complementary tool for an e�cient determination of theparameters associated to the model Hamiltonians.Since 1992, an impressive number of �rst-principles calculations havebeen performed yielding a similarly impressive number of interesting re-sults that will be reintroduced all along this work. The most spectacu-lar achievement probably concerns a correct description of the sequence ofphase transitions for various ABO3 compounds like BaTiO3 [314, 315, 211],SrTiO3 [316, 317], PbTiO3 [233, 289, 235], PbZrO3 [289, 290], KNbO3 [148],CaTiO3 [284] or NaNbO3 [284].Starting from the \�rst-principles", such kind of calculations was also aclear opportunity to connect, within a rigorous approach, the macroscopicproperties of ABO3 compounds to their intimate microscopic features.The present workIn this context, our purpose will be to clarify the interplay between theelectronic and dynamical properties of BaTiO3. In a discussion wherethe Born e�ective charge appears as a central concept, we will see thatthe ferroelectric instability is driven by anomalously large Coulomb forces,themselves induced by dynamic changes of orbital hybridizations. Goingfurther, we will describe how these features lead naturally to the notionof chain-structure instability. Independently, we will also address funda-mental questions concerning the theory within which the results have beenobtained.This work is organized as follows. In Chapters 1, we reinvestigate thefundamentals of the density functional theory introduced by Hohenberg,Kohn and Sham during the sixties. We will pay a particular attention tothe electronic exchange-correlation e�ects. In Chapter 2, we briey describea \periodic-density" functional theory as it is usually implemented withinthe local density approximation (LDA) for the description of crystallinesolids. In Chapter 3, we report some basic results concerning the electronicand structural properties of BaTiO3. We also reintroduce the problematicsof the phase transition in the context of our �rst-principle approach. Inparticular, it will be checked if DFT-LDA calculations have the required



16 INTRODUCTIONaccuracy to investigate the ferroelectric instability. In Chapter 4, we for-mulate di�erent quantities of interest as derivatives of the crystal energy.We then describe the computation of these properties within a perturbativetreatment of the density functional theory. A particular emphasis will beplaced on the connection between the Sternheimer approach and the varia-tional formulation. General equations will be obtained for the investigationof the response of the system to electric �eld and atomic displacement per-turbations. In Chapter 5, we discuss the concept of Born e�ective charge.We �rst point out that it is a quantity distinct from the conventional staticcharge, in the sense that it contains a dynamic contribution. It will be seenthat the Born e�ective charges are anomalously large in ABO3 compounds.This feature will be described in terms of transfers of charge induced by dy-namic changes of orbital hybridizations. In Chapter 6, we mention resultsconcerning the optical dielectric constant. This will be the opportunity torecall a well-known failure of DFT{LDA calculations. In Chapter 7, wediscuss the dynamical properties of BaTiO3, themselves directly associatedto the ferroelectric instability. Our purpose will be to identify how theseproperties are directly associated to the electronic features. The balancebetween dipolar and short-range forces will be quanti�ed. The origin of thetransition will be assigned to giant dipolar forces induced by the anoma-lously large Born e�ective charges. Full phonon dispersion curves will beobtained in the cubic phase. The notion of chain-structure correlation willbe discussed. In Chapter 8, we come back to a more fundamental pointof view, questioning the validity of using a periodic-density functional the-ory for the investigation of successive derivatives of the crystal energy withrespect to a macroscopic electric �eld and for the study of polar insula-tors. This will lead to the introduction of a density-polarization functionaltheory (DPFT). It will be argued however that periodic-DFT remains acoherent approach within the LDA. Finally, we propose a summary of themain results obtained within this work.All along this manuscript, results concerning barium titanate alternatewith a discussion of the theory within which the calculations have been per-formed. Readers only concerned by the physics of the ABO3 compoundsshould focus on Chapters 3{5{6{7. People more interested by the funda-mental aspects of the theory should concentrate on Chapters 1{2{4{8.



Chapter 1Ground-state theory1.1 IntroductionThe description of macroscopic solids from �rst-principles is based on thedetermination of the quantum mechanical ground-state associated to theirconstituting electrons and nuclei. In this Chapter, we �rst reintroduce thisgeneral many-particles problem, de�ning some of the notations that will beused all along this work. We then address its resolution.A �rst natural simpli�cation arises from the large di�erence in massbetween electrons and nuclei, allowing the separate treatment of their dy-namics using the so-called Born-Oppenheimer approximation. Consideringthe ionic core positions as �xed parameters, we then pay a particular at-tention to the many-electrons problem.We show that, as an alternative to the direct resolution of a Schr�odingerequation, the quantum-mechanical ground-state of the electrons can bedetermined from the minimization of a functional of the electronic energy.This electronic energy is, a priori, a functional of the many-body electronicwavefunction. Thanks to the Hohenberg and Kohn theorem [121], it willbe reformulated as a functional of the electronic density. Within the Kohnand Sham construction [147], it will also appear as a functional of one-bodywavefunctions associated to �ctitious non-interacting particles.It it this last, convenient, Kohn-Sham formulation that will then be usedall along this work. It will be emphasized that the Kohn-Sham electronsare only �ctitious particles, result of a mathematical construction. Theygive however access to correct ground-state electronic energy and density.Most of the reviews that were at the origin of the present Chapter arementioned in Section 1.10. 17



18 CHAPTER 1. GROUND-STATE THEORY1.2 The Born-Oppenheimer approximationThe ground-state of a system of Ni nuclei and Ne electrons in interactionis determined from the following time independent Schr�odinger equation:H(r;R) �(r;R) = E �(r;R) (1.1)where the Hamiltonian can be written as:H(r;R) = Ti(R) + Uii(R) + Te(r) + Uee(r) + Uie(r;R) (1.2)Ti(R) and Uii(R) are the kinetic energy operator and the potential energyoperator for nuclei. Te(r) and Uee(r) are the kinetic energy operator andthe potential energy operator for electrons. Uie(r;R) is the interactionoperator between electrons and nuclei. The notation R is a short-hand forthe position of all nuclei (R��, for � = 1; 2; 3 and � = 1; :::; Ni), while rdenotes the position of all electrons (rj�, for � = 1; 2; 3 and j = 1; :::; Ne).The di�erent terms appearing in the previous Hamiltonian have thefollowing more explicit form 1 :Ti(R) = �X� 12M�r2R� (1.3)Uii(R) = + X�<�0 Z�Z�0jR� �R�0 j (1.4)Te(r) = �Xi 12r2ri (1.5)Uee(r) = +Xi<j 1jri � rjj (1.6)Uie(r;R) = �Xi;� Z�jri �R�j (1.7)Taking into account the large nuclei masses appearing in the kineticenergy operator for nuclei, TN (R) can be dissociated from the other termsin the Hamiltonian and considered as a perturbation :H(r;R) = He+i(r;R) + Ti(R) (1.8)with He+i(r;R) = Te(r) + Uee(r) + Uie(r;R) + Uii(R) (1.9)1All along this work, we make use of atomic units (i.e. me� = je�j = 1).



1.2. THE BORN-OPPENHEIMER APPROXIMATION 19The unperturbed HamiltonianHe+i does not include di�erential operatorswith respect to nuclear positions. Consequently, the nuclear positions canbe considered as classical variables and no more as quantum ones. Theproblem has been reduced to the search of the solution of the electronicsystem where positions of nuclei are parameters of the Hamiltonian. Thecorresponding physical intuition is illustrated by the instantaneous and adi-abatic adaptation of the electrons to the positions of the nuclei. It is theBorn-Oppenheimer approximation.The eigenfunctions of the HamiltonianHe+i verify the following Schr�o-dinger equation for a given set of nuclear positions :He+i(r;R) '(r;R) = Ee+i(R) '(r;R) (1.10)The energy Ee+i is usually referred to as the Born-Oppenheimer energy ofthe system.As the nuclear positions are �xed parameters in the previous equation,the ion-ion interacting term is fully determined and He+i can still be de-composed: He+i(r;R) = Hel(r;R) + Uii(R) (1.11)where the electronic part of the Hamiltonian is de�ned as:Hel(r;R) = Te(r) + Uee(r) + Uie(r;R) (1.12)Similarly, the ground-state energy of the system Ee+i can be split into twoparts: Ee+i(R) = Eel(R) +Eii(R) (1.13)where Eii(R) is the potential energy of the ions, and Eel(R) is the energyof the electrons in presence of the ions. Eii(R) is formally equivalent tothe operator Uii(R) that reduces to a scalar. Eel(R) is made of threecontributions: Eel(R) = Ke(R) + Eee(R) + Eie(R) (1.14)where Ke is the kinetic energy of the electrons, Eee is the electron-electroninteraction energy and Eie is the electron-ion energy. Eii(R) is �xed fora given set of atomic position so that the only remaining unknown of theproblem is Eel(R). From now and all along this Chapter, we will be onlyconcerned by the calculation of this electronic contribution to the Born-Oppenheimer energy.Reference to the atomic positions are usually omitted in what follows.They remain however implicit, and will be reintroduced when necessary.



20 CHAPTER 1. GROUND-STATE THEORY1.3 The many-body electron problemThe many-body electron problem that we would like to address can now bereformulated as follows. We must solve the following Schr�odinger equation:Hel(r) '(r) = Eel '(r) (1.15)The many-body wavefunction, solution of this equation, will be chosen inorder to satisfy the following normalization condition :Z j'(r1; r2; :::; rN)j2 dr1dr2:::drN = 1: (1.16)Moreover, it must be antisymmetric under exchange of any two electrons:for any pair of i and j particles,'(r1; :::; ri; :::; rj; :::; rN) = �'(r1; :::; rj; :::; ri; :::; rN) (1.17)We note that there is a phase freedom associated to the resolution ofsuch a set of equations: if ' is a solution,'0 (r) = ei� '(r) (1.18)is another solution, for any �, real. This indeterminacy of the phase corre-sponds to what is called a \gauge" freedom. In practice, the phase can bede�ned by �xing arbitrarily the gauge.1.3.1 The variational principleInstead of addressing directly the resolution of Eq. (1.15), a usual andconvenient approach for solving this problem consists in the variationalmethod. It assumes that Hel has a lowest eigenvalue Eel and it statesthat the expectation value of an operator cannot be smaller than its lowesteigenvalue: for any normalized antisymmetric wavefunction, ',Eel � Eel['] = h'jHelj'i; (1.19)The ground-state wavefunction 'o is a stationary point of the energy func-tional Eel[']: if j'i = j'oi+ j�'i; (1.20)then Eel['] = Eel + O[(�')2] (1.21)



1.3. THE MANY-BODY ELECTRON PROBLEM 21The ground-state electronic energy may therefore be obtained from a min-imization of a functional of the many-body wavefunction:Eel = min' Eel['] = min' h'jHelj'i (1.22)within the subspace of wavefunctions that satisfy Eq. (1.16){(1.17). Theground-state electronic wavefunction is that which minimizes Eel['].It is straightforward to demonstrate that the search of the previous en-ergy minimum is equivalent to solve Eq. (1.15). Using the Euler-Lagrangemultiplier technique to minimizeEel['] under the constraints that the wave-function is normalized, we get:��h'jHelj'i � �(h'j'i � 1)��'� = 0 (1.23)so that, we recover the Schr�odinger equation:Hel '� � ' = 0 (1.24)where the Euler-Lagrange multiplier identi�es with the electronic energy.The search of the solution of the previous Schr�odinger equation is there-fore strictly equivalent to the minimization of a variational expression ofthe electronic energy within the subspace of normalized and antisymmetricwavefunctions '.1.3.2 Expectation valuesIn the framework of the variational approach, to the determination of thetotal electronic energy, Eel['], requires the estimate of the following expec-tation values: Ke['] = h'j Te j'i = Xi h'j ��12r2ri� j'i (1.25)Eie['] = h'j Uie j'i = Xi h'j v(ri) j'i (1.26)Eee['] = h'j Uee j'i = Xi<j h'j 1jri � rjj j'i: (1.27)The operators constituting the Hamiltonian are rather simple: they are sumof identical operators acting separately either on a single particle or on pairsof particles. Convenient expressions can be obtained when introducing the�rst- and second-order density matrices.



22 CHAPTER 1. GROUND-STATE THEORYThe kinetic and electron-ion energy are de�ned through a one-bodyoperator. When introducing the �rst-order density matrix,'(r10; r1) = N Z '�(r10 ; r2; :::; rN) '(r1; r2; :::; rN); dr2:::drN (1.28)we can write:h'jTe j'i = Z �(r10 � r1) ��12r2r1� '(r10; r1) dr1dr10 (1.29)h'jUiej'i = Z v(r) '(r; r) dr = Z v(r) n'(r) dr (1.30)We note that the electron-ion energy can already be estimated from the den-sity n'(r), the diagonal part of '(r; r0). At the opposite, the determinationof the kinetic energy explicitly requires the knowledge of the o�-diagonalterms of '(r; r0).The electron-electron interaction is associated to a two-body operator.When introducing the second-order density matrix:'(r10 ; r20; r1; r2) = N (N � 1)2 Z '�(r10; r20; r3; :::; rN)'(r1; r2; r3; :::; rN)dr3:::drN (1.31)it can be written as:h'jUeej'i = Z �(r10 � r1) �(r20 � r2) 1jr1 � r2j '(r10 ; r20; r1; r2)dr10dr20dr1dr2= Z 1jr1 � r2j '(r1; r2; r1; r2) dr1dr2= Z 1jr1 � r2j n'(r1; r2) dr1dr2: (1.32)A two-particles density has been introduced:n'(r1; r2) = N (N � 1)2 Z '�(r1; r2; r3; :::; rN) '(r1; r2; r3; :::; rN)dr1dr2dr3:::drN : (1.33)It gives the probability of �nding a pair of electrons, one at the point r1,and the second at the point r2.The �rst and second order density appearing in the previous equationsare always positive. Moreover, they integrate respectively to the number



1.3. THE MANY-BODY ELECTRON PROBLEM 23of electron and to the number of pair of electron. They are related to eachother through: n'(r1) = 2(N � 1) Z n'(r1; r2) dr2 (1.34)All these relationships will enable us to rewrite the expectation value of theelectron-electron operator.1.3.3 The exchange-correlation holeThe conditional probability of �nding an electron in r2, if we know thatthere is already another one in r1 is not equal to n'(r2) but must be writtenas: P'(r2jr1) = n'(r1; r2) + n'(r1; r2)n'(r1) = 2 n'(r1; r2)n'(r1) (1.35)The \exchange-correlation hole" is de�ned as the de�cit of electron inr2 due to the presence of another electron in r1:nxc' (r2jr1) = P'(r2jr1)� n'(r2): (1.36)Its name originates from the property that it corresponds exactly to a de�citof one electron when integrated over the all space:Z nxc' (r2jr1)dr2 = �1 (1.37)The exchange-correlation hole is associated to a conditional probability.It is not a purely quantum phenomenon and the same concept already existsfor classical particles without interaction (Fermi-Amaldi). The shape andspreading of nxc' (r1jr2) are however strongly a�ected by the quantum natureof the particles and by their interaction.From the previous de�nitions, Eee['] can be decomposed as:h'j Uee j'i = EH ['] +Exc['] (1.38)where EH ['] = 12 Z n'(r1)n'(r2)jr1 � r2j dr1dr2 (1.39)Exc['] = 12 Z n'(r1)nxc' (r2jr1)jr1 � r2j dr1dr2 (1.40)



24 CHAPTER 1. GROUND-STATE THEORYThe �rst term, EH ['], is called the Hartree energy and corresponds to theelectron-electron energy that we would have if the presence of one electron inr2 was independent of the presence of another one in r1. The second, Exc['],will be referred to as the exchange-correlation energy of the many-bodysystem 2 and includes the deviations fromEH associated to the existence ofthe exchange-correlation hole. Due to the isotropic nature of the Coulombinteraction, we note that the exchange-correlation energy depends only onthe spherical average of the exchange-correlation hole [105]. The distinctionbetween exchange and correlation e�ects will appear naturally in the nextSection.1.3.4 Variational electronic energyMaking use of the variational principle, the resolution of Eq. (1.15) wasrecast into a minimization procedure (Eq. 1.22). From the previous def-initions, the expectation value of the electronic energy takes form of afunctional of the many-body wavefunction:h'jHej'i = Z �(r10 � r1) ��12r2r1� '(r10 ; r1) dr1dr10+ Z v(r) n'(r) dr+ 12 Z n'(r1)n'(r2)jr1 � r2j dr1dr2+12 Z n'(r1)nxc' (r2jr1)jr1 � r2j dr1dr2 (1.41)Identifying the ground-state requires to minimize this expression under con-ditions of normalization (Eq. 1.16) and exchange (Eq. 1.17) of the many-body electronic wavefunction.1.4 Slater determinantsThe many-body electronic wavefunction, giving the amplitude of proba-bility to �nd Ne particles for every point of a three-dimensional space,is a very complex object, so that the minimization of Eq. (1.41) wouldbe prohibitively di�cult. Fortunately, a good insight in the properties ofmany-particle systems can already be obtained from the study of e�ectivenon-interacting particles models. In these models, the interacting electronproblem is replaced by a non-interacting system of particles in which the2Exc['] is a quantity distinct from the DFT exchange-correlation energy, Exc[n], thatwill be introduced later.



1.4. SLATER DETERMINANTS 25external �eld is replaced by an e�ective external �eld which incorporatesto some extent the interparticle interactions.When the �ctitious electrons are non-interacting, the di�erent variablescan be separated in the wavefunction that basically takes the form of a\Hartree product" :'H (r1; r2; :::; rN) =  1(r1) � 2(r2) � � � � � � � � � N (rN ) (1.42)The normalization of the one-body wavefunctions is de�ned in a mannerconsistent with Eq. (1.16) :Z j j(r)j2 dr = 1 (1.43)In order to de�ne a properly antisymmetrized wavefunction, the antisym-metrizer operator AN is simply acted upon the Hartree product. The re-sulting many-body wavefunction can be obtained from an expansion interms of \Slater determinants" :'S(r1; r2; :::; rN) = pN !AN [ 1(r1) �  2(r2) � � � N (rN )]= (1=pN !) det26664  1(r1)  1(r2) � � �  1(rN ) 2(r1)  2(r2) � � �  2(rN )... ... . . . ... N (r1)  N (r2) � � �  N (rN ) 37775 (1.44)A Slater determinant is invariant under any unitary transform of the one-body wavefunctions. These can therefore be chosen to be orthonormalized,h ij ji = �ij (1.45)and the Slater determinant describes the Hilbert space spanned by theone-body wavefunctions  i(r).The decomposition of the electron-electron interaction energy in termsof Hartree, exchange and correlation contributions acquires more sense inthe context of this Section. The complexity of a Hartree product is muchsmaller than the one of a full many-body wavefunction. The amplitudeof �nding one of the particles at one point, using a Hartree product, doesnot depend on where the other particles are located any more : there isno inter-particle dependency and, within the limit of large systems, theelectron-electron energy associated to such a wavefunction restricts to theHartree contribution. In the case of the Slater determinant, the probabilityof �nding a particle at some point depends on the location of the other par-ticles, but only due to the antisymmetry requirement applied to otherwise



26 CHAPTER 1. GROUND-STATE THEORYindependent particles. Modi�cation of Eee due to that type of dependencywill be referred to as \exchange" e�ects. The additional modi�cation of theelectron-electron energy brought out by the extra dimensionalities of theunrestricted antisymmetric wavefunction with respect to a Slater determi-nant will be referred to as \correlation" e�ects. Exchange and correlationenergies are both negative. For real systems, we have typically the followingorder of magnitude: Te; EH � 10:jExj � 100:jEcj (1.46)Di�erent techniques have been proposed to recast the many-body prob-lem into one-electron schemes. Each of them includes the exchange-correla-tion e�ects to some extent. Some of these methods will now be discussed.1.5 The Hartree-Fock approximationThe Hartree-Fock method basically consists in solving the Schr�odingerequation in the space of Slater determinants. The approximation results inthe fact that the method totally neglects the electron correlation. It hashowever the advantage to include exactly the exchange e�ects as previouslyde�ned.For the Slater determinant of Eq. (1.44), we get (see, for instance,Ref. [149]): n's(r1) = NXi=1  �i (r1): i(r1) (1.47)'s (r1; r2) = NXi=1  �i (r1): i(r2) (1.48)n's(r1; r2) = 12[n'(r1) n'(r2)� '(r1; r2)'(r2; r1)] (1.49)The exchange hole can be obtained from :nx's(r2jr1) = �'s (r1; r2)'s (r2; r1)n's(r1) (1.50)Finding the ground-state expectation value of the Hartree-Fock Hamil-tonian simply requires the minimization of Eq. (1.41) in which the previousexplicit formulation of n's , nx's and nx's has been introduced. Compared tothe many-body case, the problem has been greatly simpli�ed because Eelappears now as a functional of orthonormalized one-body wavefunctions  i.



1.6. THE DENSITY FUNCTIONAL THEORY 27It can be checked that the minimization procedure is strictly equivalentto solve a set of coupled one-body Schr�odinger-like equations 3. More in-formations on this technique can be found in Ref. [149]. In what followswe only point out some interesting results concerning the exchange energy,obtained exactly at the Hartree-Fock level.First, it can be checked that the \only"-exchange hole already integratesto �1. Moreover, it has been shown that it intergrates to �1 over a mi-croscopic region of space: in insulators, it goes to �1 exponentially in theinteratomic distance [238]. Consequently to this result, we deduce that thecorrelation (neglected here) will only modify the shape of the exchange hole:the correlation hole integrates to 0. However, it has not be proved that itintegrates to zero locally and it was recently suggested that it should bepartly delocalized at the surface of the materials [245]. This will be moreexplicitly discussed in Chapter 8. For an homogeneous electron gas, it canbe checked that the exchange energy takes the form:Ehomx = � 34� (3�2) 13 Z n 43 (r)dr1 (1.51)This result will be used later.1.6 The density functional theoryAs in the Hartree-Fock method, the density functional theory (DFT) re-duces the many-body electron problem to a series of coupled single particleequations. In contrast, the formalism of the DFT is exact and the �nale�ective potential is local.Instead of seeking directly the many-body wavefunction of the systemas in the previous methods, DFT adopts an intrinsically di�erent pointof view: it considers the electronic density as the fundamental quantityof the problem. So, it basically reduces the problem from 3 � Ne to 3spatial variables. The �rst aim of the present section will be to explainhow the many-body problem can be recast into another one involving onlythe electron density, while density matrices were a priori needed to evaluatethe expectation value of the Hamiltonian [121]. Going further, we will showhow this density can be deduced from a non-interacting �ctitious particlesystem [147].3The exchange potential appearing in this equation is non-local and has the form ofan integral operator.



28 CHAPTER 1. GROUND-STATE THEORY1.6.1 Hohenberg and Kohn theoremThe theoretical foundation of DFT has been laid by Hohenberg and Kohn(HK) in 1964 [121]. Their result is formulated in the following context.Suppose a set of Hamiltonians that have all identical kinetic Te and electron-electron Uee operators, but di�er by their \external potential" vext(r), ageneral one-body local potential :Hel;v = Te + Uee + vext(r): (1.52)The theorem states that :The ground-state density n(r) of the many-electron system de-termines uniquely the external potential vext(r), modulo a con-stant.The proof is relatively straightforward and is reported in Ref. [121], for asystem consisting of an arbitrarily large but �nite number of electrons. Itwill be re-investigated more carefully in Chapter 8, for the case of in�niteperiodic solids.Since the density uniquely de�nes the external potential 4, that in turndetermines unambiguously the HamiltonianHv, all the quantities that can apriori be deduced when Hv is �xed (wavefunctions, kinetic energy, electron-electron interaction energy,...), can be de facto written as a functional ofthe density.Using this fundamental result and the variational principle, the wholesearch for the ground-state of the many-body problem can now be reformu-lated in terms of the density as the fundamental variable leading the totalenergy to be expressed as follows :Eel;v = min' nh'jHvj'io = minn �min'!nnh'jHvj'io�= minn �Z vext(r)n(r) dr+ min'!nnh'jTe + Ueej'io�= minn �Z vext(r) n(r) dr+ F [n]� (1.53)We have introduced F [n], the Hohenberg and Kohn functional 5, de�nedas: F [n] = min'!nnh'jTe + Ueej'io (1.54)4The shift in the potential may be �xed through a simple condition, i.e. the externalpotential goes to zero at in�nite distance.5This functional, only de�ned by HK for v-representable densities, has been extendedby Levy to N -representable densities [169].



1.6. THE DENSITY FUNCTIONAL THEORY 29Within DFT, the search of the ground-state therefore basically consistsin minimizing the following functional of the electronic density 6 :Eel;v[n] = Z vext(r) n(r) dr+ F [n] (1.55)under the constraint that the density integrates to the correct number ofelectrons Ne. Although it has been proved that the functional F [n] exists,its exact form remains unfortunately elusive.1.6.2 The Kohn-Sham equationsA scheme that breaks the Hohenberg and Kohn functional into convenientparts allowing practical implementation was proposed by Kohn and Sham(KS) [147]. Their technique lies on an assumption with respect to the HKformalism and can be reformulated as follows.We start by introducing a system of non-interacting particles moving inan external potential vs. The Hamiltonian is Hs = Te + vs(r) (Uee = 0)and the density is n(r). The ground-state of that system is described bya wavefunction 's obtained as a Slater determinant of orbitals  i whichsatisfy the equations:[�12r2 + vs(r)] i(r) = �i i(r); (1.56)while the electronic density is:n(r) = occXi j i(r)j2: (1.57)Applying the HK theorem to this non-interacting system, we conclude thatthere is at most one external potential, vs (within a constant), that gener-ates the density n. For a given density, all the properties of the system aredetermined and, in particular, Ts[n] and Es[n] correspond to:Ts[n] = occXi �12 Z  �i (r)r2r i(r)dr (1.58)Eel;s[n] = Ts[n] + Z vs(r)n(r)dr (1.59)6This result contrasts with Eq. (1.41), where Eel was obtained as a functional of thewavefunction '.



30 CHAPTER 1. GROUND-STATE THEORYThe functional Ts[n] is the Kohn-Sham kinetic energy. It is also the HKfunctional F [n] for the case where Uee = 0. It satis�es:Ts[n] = min'!nnh'jTe� j'io (1.60)The ground-state density of the previous system, constrained to be normal-ized to Ne, is also solution of the following Euler-Lagrange equations:0 = ��n(r) (Es[n]� �s[Z n(r)dr� Ne]) (1.61)= �Ts[n]�n(r) + vs(r)� �s (1.62)Up to now for the non-interacting system.Let us now go back to the real interacting system for which the energyfunctional writes: Eel;v[n] = Z vext(r)n(r)dr+ F [n] (1.63)and let us de�ne the exchange-correlation energy functional as:Exc[n] = F [n]� 12 Z n'(r1)n'(r2)jr1 � r2j dr1dr2 � Ts[n] (1.64)As Ts[n] is only de�ned for the ground-state densities of non-interactingsystems, doing that we have implicitly assumed that for any ground statedensity, n, of an interacting system, there exists a non-interacting systemwith the same ground-state density n. Within this assumption, the Euler-Lagrange equation of the interacting system is given by:0 = ��n(r) (Ev[n]� �[Z n(r)dr�N ]) (1.65)= �Ts[n]�n(r) + vext(r) + vH(r) + vxc(r)� � (1.66)where the exchange-correlation potential is de�ned asvxc(r) = �Exc[n]�n(r) ; (1.67)and the Hartree potential corresponds to:vH(r) = Z n'(r0)jr� r0jdr0: (1.68)



1.6. THE DENSITY FUNCTIONAL THEORY 31Comparing Eq. (1.62) to Eq. (1.66), we deduce that the non-interactingsystem will give the same density as the interacting one under the constraintthat vs(r) = vext(r) + vH(r) + vxc(r): (1.69)Following the previous procedure, the real many-body electron problemhas been mapped onto another independent-particle system, with the sameexact ground state electronic density. In practice, this density can thereforebe obtained from one-body wavefunctions solution of the following set ofequations (Eq. 1.56{ 1.57{ 1.69) to be solved self-consistently:8>>>><>>>>: ��12r2 + vs� j ii = �i j iivs(r) = vext(r) + R n(r1)jr1�rj dr1 + �Exc [n]�n(r)n(r) =Pocci  �i (r): i(r) (1.70)under conditions of orthonormalization of the one-body wavefunctions:h ij ji = �ijHowever, the ground-state electronic energy Eq. (1.55) is not equal to thesum of the �ctitious independent particles eigenenergies that overcountsthe e�ects of the electron-electron interactions. It can be deduced from theground state self-consistent density as [147]:Eel = occXi �i � 12 Z n(r1) n(r2)jr1 � r2j dr1dr2+Exc[n]� Z �Exc[n]�n(r) n(r) dr (1.71)We note that the form of the exchange-correlation potential to be usedis unknown, as that of Exc[n]. In practical applications, Exc[n] must beapproximated. In the next Chapter, we will describe some of the usualapproximations, the most popular of them being the local density approx-imation (LDA).1.6.3 A Kohn-Sham variational formulationInstead of solving the previous set of coupled one-body Schrodinger equa-tions, the ground-state electronic energy can also be obtained from the



32 CHAPTER 1. GROUND-STATE THEORYvariational principle. Making use of Eq. (1.55){(1.58){(1.64), the varia-tional expression of the electronic energy may be written as a functional ofone-body wavefunctions :Eel[ i] = occXi � i �����12r2���� i� + Z vext(r) n(r) dr+ 12 Z n(r1) n(r2)jr1 � r2j dr1dr2 + Exc[n] (1.72)to be minimized under the following orthonormalization constraints :h ij ji = �ijIt is interesting to establish the connection between the previous mini-mization procedure and the search of the solution of the Kohn-Sham (KS)equations. The Euler-Lagrange equation associated to the previous con-strained minimization, can be written:0 = �� �i (r) � Ts[n] + Z vext(r)n(r)dr+ EH [n] +Exc[n]�Xi;j �ij(h ij ji � �ij)� (1.73)or equivalently:�� 12r2 + vext + vH + vxc�j ii =Xj �ijj ji (1.74)where vH and vxc are the potentials that were previously de�ned. Followingthis procedure, we recover something similar to the set of KS equations,that however have been mixed together. Such a freedom is inherent tothe set of constraints related to any independent-electrons scheme 7. It isassociated to a \gauge freedom" much wider to than the one obtained bysimply changing the phase of each KS orbital [96]. It corresponds to the factthat the electronic density and total energy are invariant under any unitarytransform within the subspace of the occupied one-body wavefunctions.In practice, we can �x the gauge [96] so that :�ij = �ij�i (1.75)in which case Eq. (1.74) takes the form of a KS equation and the  i becomeidenti�ed with the KS orbitals. The KS eigenenergies are therefore obtainedas the eigenvalues of the Euler-Lagrange parameter matrix,�ij = h ijHj ji: (1.76)7A similar freedom appears within the Hartree-Fock method



1.6. THE DENSITY FUNCTIONAL THEORY 331.6.4 The exchange-correlation energyFrom the construction outlined in the previous Section, it appears thatthe exchange-correlation energy Exc[n] of the Kohn-Sham formalism is notequivalent to that of the many-electron interacting system Exc['n] obtainedfrom the exchange-correlation hole. The di�erence originates in a transferof part of the many-body kinetic energy to the exchange-correlation termwithin the KS formalism. If 'n is the electronic wavefunction of the inter-acting system of density n, and 's those of the associated non-interactingsystem minimizing the expectation value of Hs, it follows from the varia-tional principle that h'njHsj'ni � h'sjHsj'si (1.77)h'njTej'ni+ Z n(r)vs(r)dr � Ts[n] + Z n(r)vs(r)dr (1.78)so that Te['n] � Ts[n] (1.79)In the context of the Kohn-Sham formalism, we can therefore de�ne theexchange-correlation part of the kinetic energy as:Txc[n] = Te['n]� Ts[n] � 0 (1.80)and the Kohn-Sham exchange correlation energy takes the form:Exc[n] = Txc[n] + 12 Z n'(r1)nxc' (r2jr1)jr1 � r2j dr1dr2 (1.81)The additional kinetic contribution makes the exchange-correlation densityfunctional even more complex than it was �rst a priori expected. An in-teresting exact relationship is however satis�ed by Exc[n], known as the\adiabatic connection formula"[158, 105]. This result can be obtained asfollows. Let us consider the following family of Hamiltonian with di�erentelectron-electron interaction governed by a single parameter � varying from0 to 1: Hel(�) = Te + � Uee + v� (1.82)For � = 1, we have the fully interacting system with v� = vext and theground state density n. The electronic energy is:Eel(1) = Ts[n] + Z vext(r)n(r)dr+ EH [n] + Exc[n] (1.83)



34 CHAPTER 1. GROUND-STATE THEORYFor 0 < � < 1, we de�ne v� in such a way that the density n remains un-changed. For � = 0, we have v� = vs, the Kohn-Sham potential associatedto the density n. The energy is given by:Eel(0) = Ts[n] + Z vs(r)n(r)dr (1.84)From the two previous relations we deduce:Eel(1)�Eel(0) = EH [n] + Exc[n] + Z [vext(r)� vs(r)]n(r)dr (1.85)Independently, this di�erence can also be obtained as:Eel(1) �Eel(0) = Z 10 dEel(�)d� d� (1.86)If we denote '�, the ground state associated to the coupling constant �,using the Hellmann-Feynmann theorem we obtain:dEel(�)d� = h'�jdHel(�)d� j'�i= h'�jUeej'�i + dd� Z v�(r)n(r)dr: (1.87)Therefore:Z 10 dEel(�)d� d� = Z 10 h'�jUeej'�id�+ Z [vext(r) � vs(r)]n(r)dr= EH [n] + 12 Z n(r1) R 10 nxc'� (r2jr1)d�jr1 � r2j dr1dr2+ Z [vext(r) � vs(r)]n(r)dr (1.88)Comparing Eq. (1.85) to Eq. (1.88), we �nally deduce:Exc[n] = 12 Z n'(r1)�nxc(r2jr1)jr1 � r2j dr1dr2; (1.89)where �nxc(r2jr1) = Z 10 nxc'� (r2jr1)d� (1.90)
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xcE    [ϕ]Figure 1.1: The Kohn-Sham exchange-correlation energy, Exc[n], is ob-tained as the exchange-correlation energy of the truly interacting system,Exc['], modi�ed from a positive quantity equal to the transfer of kineticenergy (Txc[n]) all along the path of integration of the coupling constant �.This approach literally \connects" the non-interacting KS system to thefully interacting real system through a continuum of partly interacting sys-tems (with interaction strength �e2), which have all the same density. Theexchange-correlation hole of DFT, �nxc is not the exchange-correlation holeat � = 1, but is the average of the correlation function for � ranging from0 to 1. The integration over � generates the kinetic part of Exc[n].Another insight on this result is provided in Fig. 1.1. In absence ofcorrelation (� = 0), the only remaining electron interaction energy origi-nates in the exchange e�ects. It is convenient to de�ne the exchange energyof the system from Eq. (1.50) as within the Hartree-Fock method but onthe basis of the Kohn-Sham wavefunctions [248]. The correlation energyappearing at � = 1 may be identi�ed as the additional quantity with re-spect to the exchange contribution calculated at � = 0. The Kohn-Shamexchange-correlation term Exc[n] di�ers from the exchange-correlation en-ergy at � = 1 (equal to Exc[']) from a positive quantity equal to Txc[n],and corresponding to the transfer of kinetic energy all along the path of



36 CHAPTER 1. GROUND-STATE THEORYintegration of the coupling constant �.1.7 The Green's function approachUp to now, we have focused on the determination of the ground-state of thesystem. We should also be interested in its optical properties that involvethe identi�cation of excitation energies. In particular, the energy gap mustbe de�ned from the energies of the quasi-particles of the system.Within many-body theory, it can be shown that the quasi-particle en-ergies are solution of the following Dyson equation [130]:��12r2 + vext(r) + vH(r)� 	i(r)+ Z �xc(r; r0;Ei) 	i(r0) dr0 = Ei 	i(r) (1.91)where the operator �xc is called the exchange-correlation self-energy opera-tor: it is linear, non-local, non-hermitian and energy-dependent. This is an-other reformulation of the many-body problem through one-body Schr�odin-ger like equations. It is also an alternate approach giving access to thecorrect ground state electronic density. A good review on the basics of thismethod is proposed in Ref. [130].The complexity of �xc has been the main reason for the di�culty of �rst-principles calculations of quasi-particle energies. Nevertheless, some realis-tic calculations have been reported within the GW approximation [130] 8.Some recent results obtained within this approximation have shown thatthe �xc operators of various semiconductors have some common featuresand can be schematized through a relatively simple expression [83]. Fromthis analysis, it was suggested that the non-locality of �xc is essential in de-termining the quasi-particle energy gap, while the energy dependence moregreatly alter the dispersion of the individual bands (see also Appendix D).1.8 The DFT bandgap problem1.8.1 Kohn-Sham eigenenergiesThere is a formal resemblance of the Dyson equation giving the quasi-particle energies, to the Schr�odinger equation for the e�ective one electron8This approximation is so called because it restricts to the �rst termof an expansionof� in terms of the screened Coulomb interactionW and the one-particle Green's functionG.



1.8. THE DFT BANDGAP PROBLEM 37eigenvalues of DFT. This has suggested that there might be a connectionbetween the quasi-particle energies Ei and the eigenvalues �i for the �cti-tious, non-interacting particles of the Kohn-Sham system.It can be shown that the ionization energy of a system (the work functionfor a metal) is given correctly by the energy of the highest occupied Kohn-Sham orbital [2]. No further exact relationship is however known for theother KS eigenenergies.In spite of any formal evidence, in practice [83], it is observed that theDFT and quasi-particles wavefunctions are nearly identical. Similarly, thevalence energy bands are usually well reproduced within DFT. At the op-posite, it is well known that the fundamental energy gap of semiconductorsis usually much larger than its DFT estimate from the N-particle system.1.8.2 Bandgap problemLet us now investigate more carefully the origin of the bandgap prob-lem [89] as it was explained by Sham and Sch�uter [257, 258] and Perdewand Levy [214]. The band structure in a semiconductor can be rigorouslyde�ned as the energies of one-particle excitations, which are in turn relatedto the di�erence between total energies of states di�ering by one electron.The fundamental bandgap is de�ned by:Eg = �c � �v (1.92)where lowest conduction band and higher valence band are related to quasi-particle energies: �c = EN+1 �EN ; �v = EN � EN�1 (1.93)Making use of Janak's theorem [132], it can be shown that within DFT wemust write [258]: �c = �N+1(N + 1) ; �v = �N (N ) (1.94)where �M (P ) is the M-eigenenergy of the P-electron system. The energygap is therefore related to the Kohn-Sham eigenenergies as:Eg = �N+1(N + 1)� �N (N ) (1.95)and may di�er from the bandgap of the N-particle system:�g = �N+1(N )� �N (N ) (1.96)We write the deviation as: Eg = �g +�xc (1.97)



38 CHAPTER 1. GROUND-STATE THEORYThe appearance of a gap �g in the KS eigenenergy spectrum is relatedto the existence of a discontinuity in the kinetic energy functional deriva-tive [258]. Similarly, the contribution �xc originates from a discontinuityin the exchange-correlation potential upon addition of an electron to thesystem [214, 257, 258]. Such a discontinuity may be large and is typically ofthe same order of magnitude than �g. The inclusion of such a discontinuityis intrinsic to the optimized e�ective potential (OEP) method [69]. It ishowever not reproduced within the usual local implementation of the DFT(LDA, GGA). These approximations seems however to describe correctly�g in comparison to what would be expected in exact DFT [82]. From thedistinction between Eg and �g, it was suggested that an insulator mightbe described as a metal in exact DFT [84]. This surprising feature will berediscussed in Chapter 8.1.9 ConclusionsIn this Chapter, we gave a brief overview of the approximations required toidentify the ground-state of a system of electrons and ions in interaction.Making use of the adiabatic approximation to separate the dynamics ofthe electrons from that of the ions, we focused on the many-body electronproblem. We have shown that, as an alternative to the direct resolution of aSchr�odinger equation, the quantum-mechanical ground-state can be conve-niently determined from the minimization of a functional of the electronicenergy. Di�erent approaches have then been explored.The electronic energy was �rst formulated as a functional of the many-body wavefunction (Eq. 1.41). As a second step, the Hohenberg-Kohn the-orem allowed to reformulate the problem in terms of a more convenientdensity functional (Eq. 1.55). Finally, within the Kohn-Sham approach,the energy became accessible from a functional of one-body wavefunctions(Eq. 1.72) associated to non-interacting particles.The Kohn-Sham formulation of the many-body problem is a very conve-nient approach, giving access to the correct ground-state electronic energyand electron density. It was however emphasized that the Kohn-Sham inde-pendent electrons are �ctitious particles that cannot be formally connectedto the quasi-particle of the system.From now, we will focus on the Kohn-Sham formalism that will be usedall along this work.
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Chapter 2A periodic-DFT2.1 IntroductionStarting from the general results obtained in the previous Chapter, we arenow investigating more carefully how the density functional formalism canbe adapted for the case of periodic solids when considering functionals ofthe periodic part of the density. First, we will present some usual approxi-mations of the exchange-correlation density functional. Then, we will paya particular attention to the technical approximations that are currentlyintroduced in practical calculations. We will describe how the electronicwavefunctions can be conveniently expanded from a �nite plane-wave basisset, when making use of pseudopotentials. Our discussion will contain somespeci�c informations concerning BaTiO3. Finally, explicit expressions willbe proposed for the di�erent terms of the electronic energy functional.The electronic problem being solved, we will show how the total crystalenergy can be obtained as a sum of the electronic and ionic energies. Struc-tural optimization will then naturally arise within the scope of our theory:it will basically consist in a minimization of the total energy in terms ofthe ionic degrees of freedom considered up to now as parameters. We willbriey describe how this structural optimization may be facilitated thanksto the Hellmann-Feynmann theorem.Good reviews concerning the concepts presented in this Chapter arementioned in the last Section. 41



42 CHAPTER 2. A PERIODIC-DFT2.2 The local density approximationThe formalism of the density functional theory is a priori exact. However,as it was pointed out in the previous Chapter, the form of the universalexchange-correlation energy functional to be used is unknown and, in prac-tice, it must be approximated. The estimate of Exc[n] is the only uncon-trolled approximation introduced in practical calculations and is a sourceof systematic errors. In this Section, we present some common approxima-tions: in particular, we describe the local density approximation that willbe used all along this work.From the Hohenberg and Kohn theorem [121], the exchange-correlationenergy is expected to be a universal functional of the density everywhere.The local density approximation (LDA) [147] assumes (i) that the exchange-correlation energy per particle at point r, �xc(r), only depends on the den-sity at this point and (ii) that it is equal to the exchange-correlation energyper particle of a homogeneous electron gas of density n(r) in a neutralizingbackground: Exc[n] = Z n(r) : �LDAxc (r) dr (2.1)with �LDAxc (r) = �homxc [n(r)] (2.2)The form of �homxc [n] used in the calculation may be borrowed from varioussources. The exchange part can be obtained analytically from the Hartree-Fock technique. We have seen that it scales like (Eq. 1.51):�homx [n] = � 34� (3�2)1=3 n1=3 (2.3)For the correlation part, one may rely on accurate values obtained byCeperley-Alder [29] from Monte-Carlo simulations of the energy of the ho-mogeneous electron gas. In our study, we used a polynomial parametriza-tion of the previous data as proposed by Teter [280]. Other approximations(Wigner, X-alpha, Gunnarson-Lundqvist...) are also referred to as localdensity approximations. They rely on the same exchange part but considerslightly di�erent treatments of the correlation term.The LDA is probably one of the crudest approximation that we maydo. It has however the advantage of the simplicity. Moreover, it alreadyallows to describe structural and dynamical properties of materials withsurprising accuracy [136, 218] 1 : calculated bond lengths and bond angles1The LDA exchange-correlation hole intergates to �1. This simple feature should bea �rst intuitive argument to explain its success.



2.3. THE PERIODIC SOLID 43reproduce the experiment within a few percents; phonon frequencies areusually obtained within 5-10 %. Well known exceptions are however thecohesive energy and the dielectric susceptibility.Di�erent techniques were proposed that are going beyond the LDA. A�rst alternative, but connected approach, is to build a \semi-local" func-tional that does not only depend on the density at r but also on its gradient,or on higher order gradient expansion. Di�erent forms have been proposedthat are summarized under the label of Generalized Gradient Approxima-tions (GGA). They are based on a functional of the type [50, 140]:EGGAxc [n] = Z n(r) : �GGAxc [n(r); jrn(r)j;r2n(r)] dr (2.4)This kind of approximation improves the computed value of the cohesiveenergy. It can also improve the description of bond lengths and latticeparameters even if the gradient correction usually overcorrects the LDAresult [51, 87]. Finally, the correction has a rather limited e�ect on thedielectric constant [51]. The GGA remains a quasi-local approximationthat cannot include any long-range density dependency of Exc[n]. We willsee in Chapter 8 that this should explain why it cannot signi�cantly improvethe description of the dielectric susceptibility [74].Di�erent other functionals also exist like the average density approxi-mation (ADA) [106] or the weighted density approximation (WDA) [106].It was recently argued that WDA should be intrinsically unable to improveLDA results [31]. For ABO3 compounds, it seems however that this lasttechnique is an interesting alternative to the LDA (see Chapter 4) [269].Without being exhaustive, let us �nally mention that another inter-esting scheme consists in a mixing of Hartree-Fock and and local densityfunctionals justi�ed from the adiabatic connection formula [13].2.3 The periodic solid2.3.1 Periodic boundary conditionsAll along this thesis, we will be interested in periodic systems, built from abasic unit cell that is periodically repeated in the three directions of space.In this context, the atomic position Ra;� of atom � within unit cell a canbe conveniently dissociated as:Ra;� = Ra + �� (2.5)where Ra is a lattice vector and �� is the vector position of the atom withinthe unit cell.



44 CHAPTER 2. A PERIODIC-DFTA macroscopic solid would basically consists in the limit of a �nite sys-tem of increasing size. Since long, however, physicists do usually prefer toinvestigate solids from in�nite truly periodic systems de�ned by imposingBorn-von Karman periodic boundary conditions [4]. The approximationseems reasonable and was widely used because it presents numerous con-ceptual and practical advantages. In the context of this Chapter, it leadsto what we will refer to as a \periodic-DFT", in which the energy appearsas a functional of the periodic part of the density.However, for such in�nite solid, the surface (and the associated sur-face charge) has arti�cially disappeared. We will see later that, within theparticular context of Kohn-Sham calculations, imposing periodic bound-ary conditions is not necessarily equivalent to considering a �nite solid ofincreasing size (Chapter 8).In this Chapter we describe the results obtained within a \periodic-DFT". It will be argued later that it constitutes a coherent procedure withinthe LDA (or even within other semi-local approximations like the GGA's)that remains a standard for DFT calculations.2.3.2 Bloch functionsIn in�nite periodic solids obtained by imposing periodic boundary condi-tions, the electronic wavefunctions have the Bloch form and can be writtenas the product of a plane-wave by a cell periodic function: nk(r) = (N
0)�1=2 eik:runk(r) (2.6)where N is the number of unit cells repeated in the Born-von Karmanperiodic box, and 
0 is the volume of the basic unit cell. A normalizationfactor has been introduced, such that the normalization condition imposedto  nk now writes in terms of unk:humkjunki = �mn (2.7)when the scalar product of periodic functions is de�ned as:hf jgi = 1
0 Z
0 f�(r)g(r)dr: (2.8)In our in�nite solid, k may have any value. Basically, the Bloch theoremhas reduced the problem of calculating an in�nite number of electronicwavefunctions to the determination of a �nite number of electronic statesbut at an in�nite number of k points. Similarly to the fact that eachelectron of the solid must be taken into account, the occupied states at



2.4. A PLANE-WAVE PSEUDOPOTENTIAL APPROACH 45each k point contribute to the electronic density and to the potential inthe bulk solid. However, as a consequence of the periodicity in real space,the k-space is also periodic [4] so that, in practice, the only k-vectors to beconsidered are those which are within the Brillouin zone (BZ). From ourconventions, the electronic density reads in terms of the periodic functions :n(r) = 1(2�)3 ZBZ occXm s u�mk(r) umk(r) dk: (2.9)where s is the occupation number of states in the valence band (in spin-degenerate systems s = 2).2.3.3 Brillouin zone samplingThe use of Bloch functions has to be associated with integration over theBrillouin zone and would a priori require to compute di�erent quantities ata large number of k-points. Fortunately, the electronic wavefunction at kpoints that are close to each other are almost identical so that it is possibleto represent the electronic wavefunction over a region of k space by that ata single k point. Consequently, integrations over the entire Brillouin zonecan be conveniently replaced by sums on a limited number of k points.E�cient sampling methods have been proposed by di�erent authors [30,63, 197] to obtain accurately the density, the electronic potential and thecontribution to the total energy from the knowledge of the electronic stateson a very restricted set of \special" k-points. In our calculations we madeuse of the technique developed by Monkhorst and Pack [197, 198]. As it isdiscussed in Appendix A, our study of BaTiO3 typically required a 6�6�6mesh of special k-points. This is relatively dense in comparison with whatis usually needed for other typical insulators. In contrast, for metals, largermeshes are required in order to de�ne precisely the Fermi surface.We note that the error induced by the k-point sampling is not the conse-quence of any physical approximation but consists in a computational error.Its magnitude must be checked and can always be reduced by increasingthe size of the k-point mesh.2.4 A plane-wave pseudopotential approach2.4.1 Plane-wave basis setThe Bloch theorem relates the electronic wavefunction  nk to a periodicfunction unk, that satis�es:unk(r) = unk(r+R) (2.10)



46 CHAPTER 2. A PERIODIC-DFTfor any vector R satisfying the lattice periodicity. As a consequence, unkcan be conveniently expanded in terms of a plane-wave basis set.Typically, the Fourier transform of a periodic function is indeed identi-cally zero except on the reciprocal vector G de�ned as G:R = m:2�, wherem is an integer. The function is therefore related to its Fourier transformby the following relationships:unk(r) = XG unk(G) eiG:r (2.11)unk(G) = 1
0 Z
0 unk(r) e�iG:r d3r (2.12)In this context, the global electronic wavefunction can also be written as asum of plane-waves: nk(r) = (N
0)�1=2 XG unk(G) ei (k+G):r (2.13)From a mathematical viewpoint, the sum appearing in the previous equa-tion is an in�nite one. However, in practical calculations this sum must berestricted to a limited number of G vectors. The conventional choice is toconsider only plane-waves that have a kinetic energy smaller than a chosencuto� energy: 12 jk+Gj2 � Ecut.The plane-wave basis seems only very poorly suited to expand the elec-tronic wavefunctions because a very large cuto� is a priori needed to de-scribe the tightly bound core orbitals or to follow the rapid oscillations ofthe valence wavefunctions in the core region due to the strong ionic poten-tial. In practice, a plane-wave basis set will only become tractable whenconsidering simultaneously the pseudopotential approximation that will bedescribed in the next Section. For all electron calculations, other expan-sions of the electronic wavefunction must be preferred (LAPW, LMTO...).The truncation of the in�nite basis set at a �nite cuto� energy introducesa second computational error. Similarly to what was discussed for the k-point sampling, the amplitude of such an error can always be reduced byincreasing the value of the cuto� energy.The plane-waves basis has the computational advantage to be associatedto convenient fast fourier transform. Also, it will be particularly suitablefor the calculation of the response to external perturbations (Chapter 4).However, one di�culty arises in practical calculations at a �nite cuto� dueto the incompleteness of the basis set. Change in size of the unit cellwill modify abruptly the number G vectors inside the cuto� sphere, andconsequently, the number of plane-wave included in the basis set. As thetotal energy is monotonically decreasing with the number of plane-waves,



2.4. A PLANE-WAVE PSEUDOPOTENTIAL APPROACH 47this phenomenon will be associated to discontinuous jumps in the totalenergy. The values of the energy for di�erent unit cells, obtained at a �xedcuto�, are associated to slightly di�erent basis sets and cannot be directlycompared: they require to include a correction factor usually referred to asa \Pulay correction" [67, 247].2.4.2 PseudopotentialsTwo major impediments have been identi�ed to the use of a plane-wavebasis set. They were associated to the di�culty (i) of describing the tightlybounded core states and (ii) of following the rapid oscillations of the valencebands orbitals inside the core region. We now briey explain how the �rst-problem may be avoided within the frozen-core approximation. The secondrequires the use of pseudopotentials.The frozen-core approximation is based on the following observations.In many situations, the physical and chemical properties of solids are essen-tially dependent on the valence electrons. On the other hand, it is expectedthat the core electrons that do not directly participate to the chemical bond-ing are only slightly a�ected by modi�cations of the atomic environment.It may therefore reasonably be expected that the con�guration of the coreelectrons within the solid is equivalent to that of the isolated atoms. Interm of the density, the frozen-core approximation corresponds to assumethat: n(r) = natomc (r) + nv(r) (2.14)Within this approximation, the problem of treating the core electrons isconsidered as being solved (i.e. it has been solved at the atomic level),while the study restricts to the investigation of the behaviour of the valenceelectrons within the ionic potential, partly screened by the core electrons.We note that the segregation between core and valence electrons so in-troduced is not necessarily similar to that usually considered by chemists.In practice, electrons from deep energy levels can always be treated as va-lence electrons and the partitioning must be performed in order to validatethe frozen-core approximation. For instance, in our study of BaTiO3, the5s, 5p and 6s levels of barium, the 3s, 3p and 3d levels of titanium, andthe 2s and 2p levels of oxygen have been treated as valence states (seeAppendix A).The second problem, associated to the oscillation of the valence wavefunctions inside the core region is solved from the pseudopotential approx-



48 CHAPTER 2. A PERIODIC-DFTimation. The latter basically consists in a mathematical transformationin which the ionic potential screened by the core electrons is replaced byanother �ctitious potential such that the valence wavefunctions remain un-changed beyond a given spatial cuto� distance but are replaced by smoothlyvarying pseudo-functions inside the core region. The pseudopotential, gen-erated for isolated atoms, is built in such a way that the eigenenergies ofthe pseudo-problem remain that of the real system. It is then expectedthat such a potential is transferable to the solid or, in other words, thatthe similarity between the real and pseudo-problem remains valid whateverthe modi�cations of the ionic environment within which the frozen coreapproximation remains valid.At the beginning, the pseudopotential approach was relatively empiri-cal. Now, it has become a well-controlled approximation. The potentials aregenerated from �rst-principles atomic calculations [218]. Their constructionis submitted to a series of constraints that ensure their transferability fromone chemical environment to another: norm conservation [7, 107], extendednorm conservation [263], chemical hardness conservation [65, 279]. In thiscontext, the pseudopotential is usually not a local potential anymore buthas the more general form of a non-local operator, commonly of a separabletype [90, 145]. Recently, some progresses were also made for the design ofultra-soft pseudopotentials requiring a minimum number of plane-waves toexpand the wave function [236, 282]. A good overview of the pseudopoten-tial concept may be found in the review of Pickett [218]. A summary of themost recent trends is reported in Ref. [32].In our calculations on BaTiO3, we adopted extended norm-conserving,highly transferable pseudopotential, as proposed by M. Teter [279, 280]. Forthe oxygen, in order to increase the transferability, we included a chemicalhardness correction [279]. More information concerning these pseudopoten-tials can be found in Appendix A.Within the pseudopotential approach, the external potential appearingin the DFT consists in the pseudopotentials from all atoms inside eachrepeated cell with lattice vector Ra:vext(r; r0) =Xa� v�(r� �� �Ra; r0 � � � �Ra) (2.15)Each atom contribution is made of a local and a non-local contribution:v�(r; r0) = vloc� (r)�(r� r0) + vsep� (r; r0): (2.16)The local part is long-range, with asymptotic behavior �Z�=r, where Z� isthe charge of the (pseudo)ion. Usually, the non-local part is of a separable



2.5. TOTAL CRYSTAL ENERGY 49type [145]: vsep� (r; r0) =X� e�����(r)����(r0) (2.17)where only a few separable terms, labeled by �, are present. The functions��� are short-range, and should not overlap for adjacent atoms.A major contribution to transferability in pseudopotentials came fromLouie, Froyen and Cohen [175], who realized that the deletion of the elec-tron density of the core states removed by the pseudopotential construc-tion results in a non-linear error in the exchange-correlation potential in theLDA. By restoring the core density ncore, they were able to show that atomswould respond correctly over a wider range of conditions (core correction).The pseudo-core density from each atom can be build at the same timeas the pseudopotential. The total core density is made of non-overlappingcontributions from each atom:nc(r) =Xa� nc;�(r� �� �Ra): (2.18)This contribution is known, as soon as the ionic positions have been as-signed.2.5 Total crystal energyThe total energy of a crystal is de�ned as the energy di�erence between thecondensed system and a system where all the electrons and ions constituentsare separated by in�nite distances. Within the Born-Oppenheimer approx-imation, this energy corresponds to Ee+i(R). This crystal energy can bedissociated into two terms:Ee+i(R) = Eel(R) +Eii(R) (2.19)The �rst term, associated to He, involves the electrons placed in the po-tential of the ions (Eel = Te +Eee+Eie). The second is due to the ion-ioninteraction (Eii), and is fully determined when the atomic positions are�xed. We can now investigate the more explicit form of these two terms fora periodic solid, when the many-body electron problem is treated withinthe density functional formalism, a plane-wave pseudopotential approachand the local density approximation.2.5.1 The macroscopic limitIn Section 2.3, we have introduced the notion of in�nite periodic solid ob-tained by imposing Born-von Karman periodic boundary conditions. As



50 CHAPTER 2. A PERIODIC-DFThighlighted by Makov and Payne [182], we must however be careful whenswitching from �nite to in�nite solid. In particular, we must be sure of theconvergence of the electrostatic energy, obtained by summing contributionsfrom the di�erent unit cells. Two cases of convergent sums are possible.(i) The sum is absolutely convergent, in which case the potential energywill have converged for large systems and extending the sum to in�nitywill not a�ect the result. In this case, the surface terms make a negligiblecontribution. (ii) The sum is only conditionally convergent and depends onthe order of summation. By that they mean that the surface charge hasa non-negligible contribution that must be taken into account to obtain aconvergent result.From the expression of the electrostatic energy, only zero- and �rst-moment of a multipole expansion of the charge may give a sizable con-tribution to the energy at large distance. Consequently, the electrostaticenergy will be absolutely convergent only if the lowest non-zero multipoleis a quadrupole.The zero-order term corresponds to a charge and would produce a di-vergence. However, it is zero in a charge neutral system. The �rst momentcorresponds to the dipolar terms and is never present for Bravais latticeswith inversion symmetry. For polar solids however, Makov and Payne [182]have shown that, due to this term, the electrostatic energy is only condi-tionally convergent: it remains undetermined until the surface contributionhas been explicitly de�ned. In practice this requires to impose an additionalboundary condition. Calculations can be performed under the condition ofzero macroscopic electric �eld, in which case it can be shown that therewill be no contribution from the surface 2. Stricly speaking, the energyconsidered in that case is an electric enthalpy.In the framework of this Chapter, the surface contributions are inducedby the G = 0 terms and the previous convergence problem is associated tothe G = 0 divergence of Eee, Eie and Eii. For a neutral system under thecondition of zero macroscopic electric �eld, there is no surface contributionto be included (i.e. the di�erent divergences must cancel out) so that ,in practice, the G = 0 contributions can be omitted in each of these threeterms 3.We note that, when considering pseudopotential, the Coulombic be-haviour of the ionic potential has been modi�ed and a residual chargecontribution appears. As such a component is constant in real space, itis of no importance for the generation of the wavefunctions and the density(only the mean of the potential is a�ected) and it is usually included in the2This will appear more clearly in the framework of Chapter 4.3A \prime" will be typically added to quantities from which theG=0 term has beenremoved.



2.5. TOTAL CRYSTAL ENERGY 51ion-ion term.2.5.2 The electronic energyIn terms of our periodic Bloch functions, the KS equations associated tothe valence electrons, placed in pseudopotential associated to the ions andcore electrons may be written in compact form, as:Hk;kjum;ki = �m;k jum;ki: (2.20)where Hk;k = Tk;k + vext;k;k + vH + vLDAxc : (2.21)The associated variational expression of the electronic energy is:Eel[u] = 
0(2�)3 ZBZ occXm s humkjTk;k + vext;k;kjumkidk+EH[u] + ELDAxc [u]: (2.22)Because of their di�erent mathematical formulation, the di�erent terms ofthe previous equation may be more conveniently treated either in real or inreciprocal space, while transformations of the wavefunctions from one spaceto the other are carried out by means of fast Fourier transforms. Let usnow go through a brief description the di�erent terms. The valence chargedensity is obtained from Eq. (2.9).The kinetic energy is computed in reciprocal space where its operatoris diagonal: Tk;k(G;G0) = (k +G)22 �GG0 (2.23)The external potential is a non-local operator within our pseudopo-tential approach and has been separated into local and non-local parts.The Coulomb divergence associated to the local term must be removed bysubtracting the G=0 contribution. The local potential in real space isobtained from the following Fourier components:v0loc(G) = � 1
0 P� e�iG:�� vloc� (G) when G 6= 00 when G = 0 (2.24)This operator is naturally applied in real space since it is diagonal in thatrepresentation. The separable part keeps the same form as in the previous



52 CHAPTER 2. A PERIODIC-DFTSection. A separable potential could be treated e�ciently either in realspace or in reciprocal space. In our case, it is treated in reciprocal space sothat �nally: Eie[u] = 
0(2�)3 ZBZ occXm s humkjvsep;k;kjumkidk+ Z
0 n(r)v0loc(r)dr (2.25)The Hartree potential is conveniently de�ned in reciprocal space.Subtracting, the G = 0 divergence,v0H(G) = ( 4�n(G)jGj2 whenG 6= 00 whenG = 0 (2.26)The Hartree energy can be written as:E0H[u] = 2�
0 XG6=0 jn(G)j2jGj2 (2.27)The exchange correlation energy is obtained, within the LDA, asan integral of the density n(r) times the mean exchange-correlation energyper particle �LDAxc (r) of the homogeneous electron gas of density n(r). How-ever, when combined with pseudopotentials, this simple de�nition has tobe modi�ed, in order to take into account that only valence states are usedto build the density : the contribution of the core electrons (nc) should beincluded, because of the non-linear character of the exchange-correlationenergy functional [175]. The functional then readsExc[u] = Z
0 �n(r) + nc(r)� : �LDAxc [n(r) + nc(r)] dr (2.28)where the pseudocore density nc is made of non-overlapping contributions,built at the same time as the pseudopotential (Eq. 2.18).To summarize, the global Hamiltonian for the electrons has been re-cast as: Hk;k = Tk;k + �vsep;k;k + v0loc�+ v0H + vxc (2.29)and the associated total electronic energy functional can be written as:Eel[u] = 
0(2�)3 ZBZ occXm s humkjTk;k + vsep;k;kjumkidk



2.5. TOTAL CRYSTAL ENERGY 53+ Z
0 n(r)v0loc(r)dr+ 2�
0 XG6=0 jn(G)j2jGj2+ Z
0�n(r) + nc(r)� : �LDAxc �n(r) + nc(r)�dr: (2.30)In practical calculations, the integrations over the BZ are replaced bysums on a mesh of special k-points, and the periodic functions fug areexpanded in a sum of plane-waves that have a kinetic energy smaller thana given cuto�.The ground-state electronic energy is obtained by minimizing the pre-vious energy functional with respect to the fug degrees of freedom underthe orthonormalization condition given by Eq. (2.7). The valence densityis computed from Eq. (2.9).Di�erent computational techniques are available to perform such a min-imization. In our calculations, the minimization was performed thanks toa band by band preconditioned conjugate gradient algorithm as describedin Ref. [212, 278].2.5.3 The ion-ion energyIn our system where the position of the ions are considered as �xed pa-rameters, the ion-ion energy reduces to a well de�ned quantity. Within ourpseudopotential approach, the ion-ion energy may be separated into twoterms: Eii(R) = EEw(R) +ERes: (2.31)EEw is the bare Coulomb ion-ion electrostatics energy as recast whenusing Ewald summation technique, and fromwhich theG=0 term has beenremoved from the reciprocal space summation:EEw(R) = 12X��0 Z�Z0��XG6=0 4�
0G2 eiG�(���� �0 ) exp(� G24�2 )�Xa �eiq�RaH(�da;��0 )� 2p�����0 � �
0�2� (2.32)ERes comes from the non-cancellation of the di�erent Coulomb termsat G = 0 when using pseudopotentials:ERes = 12X��0 Z�C�0
0 (2.33)



54 CHAPTER 2. A PERIODIC-DFTwhere C� describes the deviation from the purely Coulombic behaviour ofthe local part of the pseudopotential of atom �:C� = Z (vloc� (r) + Z�r ) dr (2.34)2.5.4 Crystal energyThe previous results may �nally be synthesized as follows. The Born-Oppenheimer total energy of a neutral crystal, under the condition of zeromacroscopic electric �eld is calculated as:Ee+i(R) = minu Eel(R; [u]) + EEw(R) + ERes: (2.35)The electronic energy is implicitly dependent on the atomic positions thatare reintroduced in the notations. It is determined through a minimizationprocedure within our DFT approach (Eq. 2.30). The electrostatic energyof the ions is obtained from Ewald summation technique (Eq. 2.32). Thepseudopotentials require the inclusion of a constant residual electrostaticenergy contribution (Eq. 2.33).2.6 Structural optimizationIn the previous Section, we have obtained an explicit expression for the crys-tal energy in terms of the atomic positions considered as parameters. Sucha result therefore opens the door to structural optimizations by searchingthe energy minimum within the parameter space of the atomic positions(3�Nat degrees of freedom). In periodic solids, the problem can be recastinto the determination of the unit cell lattice parameters and of the atomicpositions within this basic unit cell.Interestingly, the Hellmann-Feynman theorem [64, 115] (see Chapter4) teaches us that not only the total crystal energy, but also its �rst-orderderivatives with respect to atomic displacements are directly accessible fromthe ground-state wavefunctions. Calculation of these energy derivativeswill be of appreciable help to perform e�cient structural optimizations.In periodic solids, such derivatives are indeed associated to well knownphysical quantities. The force on atom � in direction � is related to the�rst-oder change of the total energy with respect displacement of atom �in direction �: F�� = dEe+id��� (2.36)



2.7. CONCLUSIONS 55Similarly, the stress tensor ��� is related to the �rst-order derivative of thecrystal energy with respect to a macroscopic strain "��:��� = dEe+id"�� (2.37)The forces are accurately described within our plane-wave approach. Thestress tensor however always requires an additional Pulay correction [247]in order to compensate for the incompleteness of the �nite basis set.In practice, e�cient structural optimizations are performed from a �-nite number of ground-state calculations for di�erent atomic con�gurationsexpected to be close to the optimal con�guration. The ground-state ionicpositions are determined from the energy minimum reached thanks to theinformations on crystal energy, stresses and atomic forces obtained at eachcalculation.2.7 ConclusionsIn this Chapter, we have detailed a practical method for total energy calcu-lations based on the density functional formalism. This method was takingadvantage of the translational symmetry of periodic solids. It also requiredsome technical approximations. Equations were obtained in the frameworkof a plane-wave pseudopotential approach and within the local density ap-proximation.Since a few years, this kind of techniques is currently applied, in comple-ment to experiments, to investigate the ground-state properties of di�erentclass of materials. In most cases, it yields very accurate results. However,it does also require substantial amounts of computational time.The equations developed in this Chapter will now be used to investigatethe ground-state properties of barium titanate. In particular, it will bechecked if, in spite of the approximations that have been introduced, DFT-LDA calculations have su�cient accuracy to describe correctly the essentialfeatures of the BaTiO3 total energy surface.2.8 ReferencesIn addition to references explicitly mentioned in the text, this Chapter wasessentially drawn from the following reviews:� Gonze X., Condensed matter physics: dielectric and dynamic proper-ties of crystalline solids, Lecture notes of the Universit�e Catholiquede Louvain (PHYS 3915), 1993-1994.



56 CHAPTER 2. A PERIODIC-DFT� Charlier J.-C., Ab initio and tight-binding studies of carbon hexagonalnetworks, PhD thesis, Universit�e Catholique de Louvain, 1994.� Pickett W. E., Pseudopotential methods in condensed matter applica-tions, Comput. Phys. Rep. 9, 116 (1989).� Payne M. C., Teter M. P., Allan D. C., Arias T. A., JoannopoulosJ. D., Iterative minimization techniques for ab initio total energy cal-culations: molecular dynamics and conjugate gradients, Rev. Mod.Phys. 64, 1045 (1992).� Gonze X., First-principles responses of solids to atomic displacementsand atomic electric �elds: implementation of a conjugate gradientalgorithm, Phys. Rev. B 55, 10337 (1997).



Chapter 3Ground-state propertiesof BaTiO33.1 IntroductionBarium titanate crystallizes in two distinct polymorphic forms. One is thewell known and most extensively investigated perovskite structure. Theother is a hexagonal phase �rst observed by Megaw [193, 288] in 1946 1.Each polymorph undergoes its own sequence of phase transition. Bothof them are ferroelectric [307], but exhibit di�erent ferroelectric properties.All along this work, we will be only concerned with the perovskite structure.The perovskite form is stable at high temperature in a simple cubiclattice containing �ve atoms per unit cell. This cubic phase is paraelectricand is the reference prototype 2 structure. Its space group symmetry isPm3m. The experimental lattice parameter ao is equal to 4.00 �A.As the temperature is lowered, BaTiO3 undergoes a sequence of threeferroelectric phase transitions (see Fig. 3.1). Around 130�C, it transformsfrom cubic to tetragonal structure (P4mm). This phase remains stable untilabout 5�C, where there is a second transformation to a phase of orthorhom-bic symmetry (Pmm2). The last transition arises around �90�C. The lowtemperature ferroelectric phase is rhombohedral (P3m1). Each transitionis accompanied by small atomic displacements and a macroscopic strain.In the successive ferroelectric phases, the polar axis is aligned respectively1The hexagonal structure of BaTiO3 was then characterized by Burbank andEvans [21].2This name is usually given to the highest symmetry phase, in terms of which theferroelectric phase(s) can be described by small perturbational structural changes.57



58 CHAPTER 3. GROUND-STATE PROPERTIES OF BaTiO3
Figure 3.1: The four phases of BaTiO3. In the cubic phase, the Ba atomis located at the corner of the cell, the Ti atom at the center and the Oatoms in the middle of the faces.along the <100>, <110> and <111> directions.In this Chapter, we report results concerning the ab initio structuraloptimization of the four phases. We also describe the electronic proper-ties of the cubic and rhombohedral structures. We �nally reintroduce theproblematics of the ferroelectric instability in the context of �rst-principlescalculations. Technical details concerning the calculations are reported inAppendix A.3.2 Structural optimizationThe structural optimization is easily performed within the density func-tional formalism presented in the previous Chapter. It is based on thecomputation of three quantities directly accessible from the ground-stateelectronic wavefunctions: the total energy and its �rst-order changes withrespect to atomic displacements (the forces) and to macroscopic strains (thestress tensor).
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Figure 3.2: Determination of the optimized lattice constant of cubicBaTiO3.3.2.1 Cubic phaseIn the cubic phase, the positions of the atoms in the unit cell are imposed bysymmetry. Choosing the barium atom as reference, these atomic positionsare (in reduced coordinates):Ba : (0:0; 0:0; 0:0)Ti : (0:5; 0:5; 0:5)O1 : (0:5; 0:5; 0:0)O2 : (0:5; 0:0; 0:5)O3 : (0:0; 0:5; 0:5)The only degree of freedom that must be relaxed is therefore the latticeparameter ao. Its equilibrium value can be determined ab initio as the onewhich minimizes the total energy. Equivalently, it can be obtained as thevalue for which the hydrostatic pressure on the material is zero. Within aplane-wave approach, such calculations require an additional \Pulay cor-rection" [247].The results of our calculation are presented in Fig. 3.2. We deduce



60 CHAPTER 3. GROUND-STATE PROPERTIES OF BaTiO3for the equilibrium lattice parameter a value of 3.943 �A. This result issimilar to that reported from other previous LDA calculations (ao=3.94�A from Ref. [41], ao=3.95 �A from Ref. [141]). It only slightly underesti-mates the experimental lattice constant of 4.00 �A. We note that a betteragreement was recently reported within a \weighted density approxima-tion" (WDA) [269, 270]. The Bulk modulus, deduced from the curvatureof the energy curve around the minimum, is estimated to 197 GPa.For this cubic phase, we also calculated the cohesive energy as the dif-ference between the energy per unit cell of the solid and the energy of therespective free atoms. At the experimental volume, we estimate Ecoh to�38:23 eV/cell. A previous value equal to �31:16 eV/cell was reported byWeyrich and Siems [296, 298], in better agreement with the experimentalvalue of �31:57 eV/cell. In their calculation, Weyrich and Siems deter-mined the free atom energies from non-spin-polarized LDA; in our case,the spin-polarized correction decreased the value of Ecoh by 5.17 eV/cell.The value that we report is only indicative. An accurate prediction of thecohesive energy usually requires to go beyond the LDA.3.2.2 Ferroelectric phasesIn the ferroelectric phases, the speci�cation of the unit cell requires morethan one parameter. Moreover, the atomic positions are still not fully deter-mined by symmetry, but must be relaxed simultaneously. The tetragonal,orthorhombic and rhombohedral structures contain respectively 5, 6 and 5degrees of freedom.A full structural optimization would require to relax together all thedi�erent degrees of freedom. However, as it was pointed out by many au-thors [41, 43, 141, 224], the ferroelectric instability of ABO3 compounds isstrongly sensitive to the volume. In this context, the volume underestima-tion of the LDA , even if small, appears problematic 3. It was observed thatthe correct simulation of di�erent properties of ABO3 compounds (like thephase transition temperature [314]) requires to work at the experimentallattice constants. As they are accurately obtained from X-ray di�ractiondata [153], we chose to keep the experimental lattice parameters, withoutoptimization. The results obtained by Singh [269, 270] suggest that theuse of a WDA should be a promising way to eliminate these experimentalparameters from the calculation in the future.Contrary to the lattice parameters, all the atomic positions have beenrelaxed together until the residual forces on the atoms are smaller than 10�53We attempted a full relaxation of the rhombohedral structure. However, in theoptimized structure that we obtained, the ferroelectric instability had quasi completelydisappeared: the associated microscopic strains became anomalously small.



3.2. STRUCTURAL OPTIMIZATION 61Table 3.1: Atomic positions (in reduced coordinates) in the three ferroelec-tric phase of BaTiO3.Phase Atom PositionTetragonal Ba (0.0, 0.0, 0.0)Ti (0.5, 0.5, 0.5+�T�Ti)O1 (0.5, 0.5, 0.0+�T�O1)O2 (0.5, 0.0, 0.5+�T�O2)O3 (0.0, 0.5, 0.5+�T�O2)Orthorhombic Ba (0.0, 0.0, 0.0)Ti (0.5, 0.5+�O�Ti, 0.5+�O�Ti)O1 (0.5, 0.5+�O�O1, 0.0+�O�O2)O2 (0.5, 0.0+�O�O2, 0.5+�O�O1)O3 (0.0, 0.5+�O�O3, 0.5+�O�O3)Rhombohedral Ba (0.0, 0.0, 0.0)Ti (0.5+�R�Ti, 0.5+�R�Ti, 0.5+�R�Ti)O1 (0.5+�R�O1, 0.5+�R�O1, 0.0+�R�O2)O2 (0.5+�R�O1, 0.0+�R�O2, 0.5+�R�O1)O3 (0.0+�R�O2, 0.5+�R�O1, 0.5+�R�O1)Hartree/Bohr. Similar theoretical optimization of atomic positions were re-ported previously for the tetragonal and rhombohedral symmetry [141], butkeeping the lattice parameters of the cubic phase. In the present work, weperform the structural optimization at the experimental lattice parameterscorresponding to each phase. Moreover, for the tetragonal and rhombohe-dral symmetry, we also investigate the inuence of the macroscopic strain,associated to the phase transitions. Our calculation have been performedon a 6�6�6 mesh of special k-points, that was veri�ed by di�erent authorsto be su�ciently accurate [141, 292].The atomic positions in reduced coordinates are reported for the dif-ferent phases in Table 3.1. The Ba atom has been chosen as the referenceand remains localized at (0,0,0). In each phase, the Ti atom is slightly dis-placed from its central position, along the polar axis. Due to the symmetry,only two oxygen atoms are equivalent in the tetragonal (O2 and O3) andorthorhombic (O1 and O2) structures. In the rhombohedral phase, all theoxygen are equivalent, as in the cubic phase. Results of the optimizationare reported in Table 3.2, Table 3.3, and Table 3.4.In the orthorhombic structure (Table 3.3) our atomic positions com-



62 CHAPTER 3. GROUND-STATE PROPERTIES OF BaTiO3Table 3.2: Lattice parameters (�A) and atomic displacements (see Table 3.1)in the tetragonal phase of BaTiO3.a0 c0 �T�Ti �T�O1 �T�O2 Reference3.994 4.036 0.0143 -0.0307 -0.0186 Present4.00 4.00 0.0129 -0.0248 -0.0157 Present4.00 4.00 0.0138 -0.0253 -0.0143 Ref. [141]3.986 4.026 0.015 -0.023 -0.014 Ref. [260]- - 0.014 -0.0249 -0.0156 Ref. [68]- - 0.0135 -0.0250 -0.0150 Ref. [108]- - 0.0135 -0.0243 -0.0153 Ref. [117]3.994 4.036 0.0215 -0.0233 -0.0100 Ref. [153]Table 3.3: Lattice parameters (�A) and atomic displacements (see Table 3.1)in the orthorhombic phase of BaTiO3.Present Ref. [153] Ref. [153] Ref. [260]a0 3.984 3.984 3.981 3.990b0 5.674 5.674 5.671 5.669c0 5.692 5.692 5.690 5.682�O�Ti 0.0127 0.0079 0.0143 0.010�O�O1 -0.0230 -0.0233 0.0228 -0.016�O�O2 -0.0162 -0.0146 0.0106 -0.010�O�O3 -0.0144 -0.0145 -0.0110 -0.010



3.2. STRUCTURAL OPTIMIZATION 63Table 3.4: Lattice parameters (�A) and atomic displacements (see Table 3.1)in the rhombohedral phase of BaTiO3.a0 � �R�Ti �R�O1 �R�O2 Reference4.001 89.87� -0.011 0.0133 0.0192 Present4.00 90.00� -0.011 0.0129 0.0191 Present4.00 90.00� -0.012 0.0105 0.0195 Ref. [141]4.001 89.87� -0.013 0.011 0.018 Ref. [117]4.004 89.87� -0.011 0.011 0.018 Ref. [259]4.003 89.84� -0.013 0.011 0.019 Ref. [153]pare well with the experiment. We probably slightly overestimate the Tiatom shift. However, there is a large dispersion on the experimental Tidisplacements, reported by Kwei et al. [153], so that part of the observeddiscrepancy should come from the experiment.For the rhombohedral phase (Table 3.4), our results are close to thoseof King-Smith and Vanderbilt [141]. The di�erence observed for �R�O1should be due to the better accuracy reached in our calculation 4. Inaddition, it is observed that the macroscopic strain, small for this phase,has no inuence on the atomic positions.On the contrary, for the tetragonal distortion (Table 3.2), we observethat the elongation of the c axis favors a larger displacement of Ti and O.This result con�rms the important role of the macroscopic strain in thestabilization of the tetragonal structure [43, 44]. Keeping the lattice pa-rameters of the cubic phase, our displacements are in good agreement withthose deduced by King-Smith et Vanderbilt as well as with experimentaldata. Unfortunately, considering the experimental tetragonal unit cell, weoverestimate the atomic displacements of Ti and O. Similarly to the un-derestimation of the lattice constant, this feature should be assigned to theLDA, which usually shortens the bond lengths. This problem might bemore stringent for the tetragonal structure for which the Ti displacementsare along a relatively covalent bond.Globally the results presented here are in satisfactory agreement withthe experiment [117, 153]. In particular, they are su�ciently accurate to4Contrary to us, King-Smith and Vanderbilt only relaxed the atomic positions untilforces are less than 10�3 Hartree/Bohr. This criterion seems not su�cient to guaranteea well converged result, since the forces computed at the experimental atomic positionsare already of the order of 10�3 Hartree/Bohr.



64 CHAPTER 3. GROUND-STATE PROPERTIES OF BaTiO3pursue further investigations. However, it must be noted that a betterprecision is usually achieved in other materials. The relative inaccuracyoriginates in the fact that the potential well in which the atoms move isvery at in BaTiO3. In this context, it was observed that the exchange-correlation part constitutes the major contribution to the lowering of thetotal energy in the ferroelectric phases. It is therefore not surprising thatour result is more strongly sensitive than in other compounds to the ap-proximate description of this term within the LDA. The problem is brieydiscussed in Appendix A.3.3.3 Electronic propertiesThe Kohn-Sham electronic band structures can be easily computed for thedi�erent phases. Their analysis reveals some interesting features of BaTiO3that will have some relevance to the understanding of the di�erent resultspresented in the next Chapters. We pause therefore to investigate them insome details.We show in Fig. 3.3 the electronic energy band structure of the cubicphase. Its form corresponds to that expected for a rather ionic material.The band structure is globally composed of well separated sets of bands,located in the same energy regions than the di�erent orbitals of the isolatedatoms. Each of these sets of bands as a marked dominant character and iscommonly labeled by the name of the atomic orbital that mainly composesthis energy state in the solid.The position of the di�erent energy levels can be compared to the ex-perimental data [124]. The results presented in Table 3.5 show a goodagreement with the experimental �ndings, despite a systematic underes-timation of the energy separation from the valence edge as a well-knownconsequence of the LDA.In spite of its main ionic character, BaTiO3 has also some covalentfeatures. We will see later that this mixed ionic-covalent character is at theorigin of some of its interesting properties.First, there is a well known hybridization between O 2p and Ti 3dorbitals. The four electrons of the Ti 3d orbitals are not completely trans-ferred to the oxygen atoms, but remain partly delocalized on Ti. In termsof band theory, this means that there is some admixture of Ti 3d char-acter to the O 2p bands. This feature was already clearly identi�ed fromthe overlap integrals in early LCAO band structure calculations on ABO3compounds [137, 190]. It was often considered as an essential feature toexplain the ferroelectricity in these materials [196]. It was con�rmed byrecent experiments [124] and was also clearly illustrated from DFT by the
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Figure 3.3: (a) Brillouin zone of cubic BaTiO3. (b) Kohn-Sham electronicband structure of cubic BaTiO3 along di�erent high symmetry lines of theBrillouin zone.



66 CHAPTER 3. GROUND-STATE PROPERTIES OF BaTiO3Table 3.5: Top, center and bottom values (eV) of the di�erent electronicbands of cubic and rhombohedral BaTiO3.Band Ref. [124] Cubic RombohedralTi 3d R 4.23 R 4.492.98 3.39� 1.72 � 2.29O 2p 0 R 0 R 0�2:27 �2:21�5:5 � �4:54 � �4:42Ba 5p � �9:41 X �9:40�12:2 �10:02 �10:02R �10:63 R �10:61O 2s X �15:56 X �15:52�18:8 �16:20 �16:15X �16:84 X �16:78Ba 5s R �24:46 R �24:45�27:0 �24:60 �24:59� �24:73 � �24:72Ti 3p M �32:47 � �32:22�34:4 �32:50 �32:25X �32:53 X �32:28Ti 3s R �55:89 R �55:60�55:89 �55:60� �55:89 � �55:60



3.3. ELECTRONIC PROPERTIES 67analysis of partial density of states (DOS) [296, 43, 44].Less spectacular, and sometimes controversial, is the hybridization be-tween Ba 5p and O 2p orbitals. In simple models, Ba is indeed usu-ally considered as a perfect ion in BaTiO3. The interaction of Ba withother atoms was however detected in LCAO calculations [216], and even inDFT from partial DOS [296, 43]. It was discussed by Pertosa and Michel-Calendini [216] who have shown that it has only small consequences on theband structure. However, it might have a more important inuence on otherproperties. For instance, it was suggested that its presence should enhancethe Ti-O interaction [205]. In Chapter 5, it will be invoked to explain theorigin of some non-negligible contributions to the Born e�ective charges.This further study will even reveal some additional small hybridizations atthe level of O 2s and Ba 5s semi-core states.The computed bandgap is indirect (R ! �) and equal to 1.72 eV. Thedirect gap at � is of 1.84 eV. However, these values cannot be compared tothe experiment due to the well-known DFT bandgap mis�t 5.Due to a di�erent reason, the identi�cation of the experimental value ofthe bandgap was also for long under discussion. In ABO3 perovskite mate-rials, the interband absorption edge displays Urbach-rule behaviour [295]:the absorption coe�cient increases exponentially with increasing photonenergy, so that no uniquely de�ned bandgap can be extracted from ab-sorption measurements. A realistic value around 3.2 eV was neverthelessestimated by Wemple [295] in the cubic phase. It was attributed to thedirect gap at the � point [28].Going now from cubic the rhombohedral structure (Fig. 3.4), signi�cantchanges in the bands are observed, especially when considering the smallatomic displacements involved in the phase transition. First, the energygap increases from 1.72 eV to 2.29 eV. This evolution is consistent withan intensi�cation of the O 2p { Ti 3d hybridization, as expected whengoing from the cubic to a ferroelectric phase [299]. Such a trend in the hy-bridization was con�rmed from partial DOS for rhombohedral KNbO3 andKTaO3 [224]. As for BaTiO3, it was accompanied by a small reduction ofthe O 2p bandwidth. Moreover, while the position of the Ba bands remainuna�ected, we observe a small but signi�cant chemical shift of the Ti 3s(0.25 eV) and Ti 3p (0.29 eV) levels. This feature corroborates a modi�-cation of the electronic environment of the Ti atom in the rhombohedralstructure.5The bandgap problem is a well-known feature of the DFT that was discussed inChapter 1. In spite of its spectacular character, this discrepancy only concerns theexcitation energies; it does not inuence the accuracy obtained on the ground-stateproperties discussed in the next Chapters, and that should be obtained correctly withinDFT.
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3.4. THE FERROELECTRIC INSTABILITY 69The reinforcement of the covalent character is not a particular featureof the rhombohedral phase. A modi�cation of the O 2p { B d hybridiza-tions have been observed in the tetragonal structure of di�erent ABO3compounds [299, 43] 6. A similar evolution is expected when going fromthe cubic to the orthorhombic phase.3.4 The ferroelectric instabilityAs the structural and electronic properties previously discussed, the prob-lematics of the ferroelectric structural instability of BaTiO3 is also withinthe scope of DFT. In this Chapter, we would like to adopt the simpleapproach that was considered in pioneer ab initio calculations on ABO3compounds. In this context, we shall reintroduce some of the open ques-tions that have motivated this thesis and which were briey mentioned inthe Introduction. It will give us a �rst avor of the discussions that willarise in the next Chapters.For computational reasons, the full investigation of the energy surfaceof a macroscopic solid in term of the entire parameter space de�ned bythe atoms (3 � Natom variables) cannot be addressed directly from �rst-principles. Fortunately, the ferroelectric phase transitions only involvesmall transformations. The idea is therefore to capture the essential physicsof the material by focusing only on some pertinent cross-sections of the po-tential energy surface around a reference position de�ned by the prototypecubic structure.Since Cochran, the phase transition is usually visualized by the soften-ing of a given phonon in the cubic structure. It is therefore quite naturalto expect that a �rst insight on the phenomenon should be given by freez-ing, in this cubic structure, the atomic displacement pattern associated tothe ferroelectric phonon mode. The earlier computations of this type werereported by Weyrich [299] on BaTiO3 and SrTiO3. More recently, Co-hen and Krakauer followed the same approach to understand the origin ofthe ferroelectricity in BaTiO3 [41, 42] and to investigate the reasons of thedi�erent sequence of phase transitions in BaTiO3 and PbTiO3 [43, 44]. Cal-culations of this type are now numerous and have been reported indepen-dently for di�erent ABO3 compounds like BaTiO3 [143], KNbO3 [267, 224],KTaO3 [224, 268], LiNbO3 [129], or even BaBiO3 [151, 191].The major output of this kind of investigation is an energy diagram,similar to that plotted in Fig. 3.5 for the case of BaTiO3. Freezing, inthe cubic structure, a speci�c atomic displacement pattern along di�erent6For indication, in our calculation, the indirect gap between A and � becomes equalto 2.27 eV in the tetragonal phase.
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Figure 3.5: Calculated energy as a function of the amplitude of the soft-mode distortion �:�, frozen in the experimental cubic phase of BaTiO3,where � = [�(Ba) = �0:002, �(Ti) = �0:096, �(O1) = +0:158, �(O2) =�(O3) = +0:071]. The di�erent curves are associated to atomic displace-ments frozen along the < 100 >, < 110 > and < 111 > directions, andcorrespond respectively to a tetragonal, orthorhombic and rhombohedraldistortion.directions points out the existence of double-wells in the potential energysurface. It so demonstrates that the prototype cubic phase, with the atomsat their high symmetry positions, is not the lowest energy con�guration butis in fact an unstable structure. Moreover, neglecting the eventual couplingwith the macroscopic strain, it already suggests that the rhombohedralphase will be the most stable, the tetragonal and orthorhombic structuresappearing only as saddle points of the potential energy surface.The small amplitude of the energy di�erences involved in Fig. 3.5 un-derlines the requirement of high quality calculations. It partly explains thelimited success of di�erent empirical approaches developed since the six-ties. It seems now commonly accepted that the relief of the BaTiO3 energysurface is not steep enough to be described by approximate methods. Asan example, a pair potential calculation reported by Edwardson [62] looksglobally similar to the ab initio results in ABO3 compounds. However, itpredicts that the displacement of the B atom alone is already unstable,



3.4. THE FERROELECTRIC INSTABILITY 71while we will see, later in this work, that it is not the case. It is the lackof accuracy of previous simpler approaches that has motivated the use ofcomputationally more intensive �rst-principles methods.The results presented in Fig. 3.5 were a �rst crucial test: they demon-strate the ability of DFT calculations, performed within the LDA, to re-produce the ferroelectric instability of BaTiO3. Similarly, in Ref. [143],calculations have been reported that correctly predict the low temperaturephase of various ABO3 compounds. The door is therefore open to furthermore sophisticated investigations.The challenges concerning BaTiO3 are numerous. In what follows, wewould like to address more speci�cally two family of questions that naturallyarise from the analysis of Fig. 3.5.The �rst kind of problem concerns the understanding of the microscopicmechanisms responsible of the ferroelectric instability and refer to the rela-tionship that should exist between the electronic and dynamical properties.How is it possible to relate the structural instability, associated to the exis-tence of the double well of Fig. 3.5, and the electronic properties previouslydescribed in this Chapter? What is the origin of the energy lowering associ-ated to the ferroelectric displacement pattern? These questions will be �rstre-introduced in Chapter 5. They will then be more extensively discussedin Chapter 7.A second interesting family of problems concerns the range of the fer-roelectric instability. The double well presented in Fig. 3.5 was indeedassociated to a speci�c pattern of atomic displacements that were corre-lated in the di�erent unit cell. Is the crystal unstable with respect to asingle, isolated, atomic displacement or at the opposite does the appear-ance of the instability require a collective movement of all the atoms ata macroscopic scale? In other words, what is the kind of correlation inthe atomic displacements that is really required to produce the transition?This problem will be discussed in Chapter 7.To address the previous questions will require to investigate more care-fully the form of potential energy surface. Up to now, the energy wasparametrized in terms of the atomic positions. As long-wavelength atomicdisplacement may induce macroscopic electric �elds, we will need to intro-duce such a �eld as a new parameter of the theory. Questions also concernthe tools that will be used to characterize e�ciently the potential energysurface in our parameter space. The \frozen-phonon" approach that wasused in this Section should be generalized to some extent. In what fol-lows, we prefer however to work within the perturbative approach that isdescribed in the next Section.



72 CHAPTER 3. GROUND-STATE PROPERTIES OF BaTiO33.5 ConclusionsIn this Chapter, we have proposed an overview of the ground-state prop-erties of barium titanate. First, we have reported the optimized structuralparameters associated to its 4 phases. Then, we have discussed its elec-tronic properties. BaTiO3 was identi�ed as a relatively ionic material thatexhibits however some covalent features, well summarized by the interac-tions between O 2p and Ti 3d orbitals. It was observed that the structuraltransition from the cubic to the rhombohedral phase is accompanied bynon-negligible modi�cations of the orbital hybridizations. We would liketo stress that the mixed ionic-covalent character of the bonding, illustratedhere for BaTiO3, is an essential feature of the family of perovskite ABO3compounds. We will see later how it is related to some of their interestingproperties. Finally we have exhibited the ability of DFT-LDA calculationsto reproduce the ferroelectric instability of BaTiO3. Some of the challengesfor DFT are now in the investigation of the potential energy surface inthe vicinity of the cubic phase. Such a study will be facilitated within theperturbative approach described in the next Chapter.



Chapter 4A Density FunctionalPerturbation Theory4.1 IntroductionUp to know, we focused on the description of the ground-state propertiesof periodic solids within the density functional formalism. Postulating thatthis problem has been solved, we will now be interested in the e�cientprediction of various responses of this periodic system to small externalperturbations. In our work, we will restrict our investigations to the re-sponse to small atomic displacements and to applied macroscopic electric�elds. However, the same line of thought is also usually applied for theresponse to a macroscopic strain [12, 53] or even to the transmutation ofan atom from one chemical species to another (the \alchemical" perturba-tion [54, 55]).Our interest in perturbative responses of the system to di�erent orderslies essentially in the fact that many interesting quantities are directly re-lated to successive derivatives of the total energy with respect to di�erentperturbations. This was already illustrated in Chapter 1, where the forcesand the stress tensors were connected to a �rst-derivative of the total energy.In this Chapter, we will pay a particular attention to the formulation of thedielectric tensor, Born e�ective charges or the dynamical matrix in termsof second derivatives of the total energy. We will then address speci�callythe determination of these quantities within DFT.There are basically two techniques to determine the successive deriva-tives of the total energy with respect to di�erent perturbations. The �rstone is direct: it consists in freezing the change of external potential asso-73



74 CHAPTER 4. DFPTciated to a small but �nite perturbation in the unperturbed system and tocompute the successive derivatives from �nite di�erences. This approachhas been widely used to investigate the response to atomic displacementsand to build the dynamical matrix, giving access to the phonon frequencies.The practical advantage of this method is that it only requires ground-statecalculations. One of its drawbacks is that it is impossible to handle per-turbations incommensurate with the periodic lattice or potentials linearin space, corresponding to homogeneous electric �elds 1. Moreover, theresponse to perturbations of increasing wavelength requires supercells ofincreasing size with concomitant evolution of the computational time.The alternative approach consists in investigating the response to anin�nitesimal perturbation within perturbation theory. Incommensurabilityis not a problem for this kind of techniques any more. The early attempt inthis direction was based on the computation of the inverse dielectric matrix(IDM) [217, 255, 256]. However, the whole spectrum of the valence- andconduction-band wavefunctions was required in this kind of calculations.The inversion of a large dielectric matrix was computationally intensive.Moreover, the response to atomic displacements was not accessible in thecase where the electron-ion interaction is represented by a nonlocal pseu-dopotential. More recently, Baroni, Giannozzi and Testa [11] avoided allthese problems thanks to an interesting merging of DFT and perturbationtheory. A di�erent algorithm, based on a variational principle, was pro-posed by Gonze, Allan and Teter [91], providing more accurate expressionsfor the energy derivatives and giving even access to non-linear responsesthanks to the (2n+1) theorem [88]. These techniques will be referred to asDensity Functional Perturbation Theory (DFPT).In this Chapter, we �rst investigate carefully how di�erent quantities ofinterest can be formulated in terms of derivatives of the microscopic totalenergy. In Section 4.3, we recall some basics of perturbation theory. InSection 4.4, we introduce these results in the framework of DFT in order tobuild a DFPT. In Section 4.5, we reformulate the equations for the case ofperiodic solids and incommensurate perturbations. Sections 4.6 and 4.7 aredevoted to the calculation of the �rst-order changes of the wavefunctionsin the speci�c case of atomic displacement and electric �eld perturbations.Finally, in Section 4.8, we discuss briey how to compute a general mixedsecond derivative of the energy. The speci�c calculation of the Born e�ectivecharges, dielectric tensor and interatomic force constants will be addressedin the next three Chapters.1A technique, making use of Wannier functions, has been proposed recently by Nunesand Vanderbilt [208] to investigate the response of a periodic system to a �nite �eld. Itis a promising approach even if it was still only applied to model systems.



4.2. PERTURBATIONS AND PHYSICAL PROPERTIES 754.2 Perturbations and physical propertiesOur �rst-principles calculations are based on a microscopic expression ofthe total energy: Ee+i. On the other hand, some interesting quantities, likethe polarization or the dielectric tensor, are introduced in electrostaticswithin a macroscopic context. In this Section, we would like to clarifythe connection between such macroscopic concepts and our microscopicformulation of Ee+i.As the quantity of interest in electrostatics is not the applied �eld butthe total screened electric �eld, we will need to introduce a new quan-tity [50]: the electric enthalpy. As a �rst step, we will relate this electricenthalpy to Ee+i. In a second part, we will show that interesting quantitiesare directly related to successive derivatives of the electric enthalpy: wewill be able to formulate them in term of Ee+i.4.2.1 The electric enthalpyIn the previous Chapters, we have considered a closed form of the totalenergy as a function of the atomic positions. This total energy was obtainedfrom a microscopic expression of the energy of the electrons and of the ions:Ee+i(R�) = min' Ee+i(R�; [']) (4.1)Now, we would like to introduce the macroscopic electric �eld as a newindependent parameter of the theory. In solids, due to the intimate struc-ture of the medium, electric �elds are submitted to microscopic uctuationsat the atomic scale. By macroscopic �eld, we refer to the electric �eld ap-pearing within the electrostatics [157]: it is a mean quantity that averageout the microscopic uctuations and basically corresponds to the G = 0Fourier component of the uctuating �eld. Isolating this macroscopic �eld,our purpose will be to extract out the associated macroscopic contributionto the total energy in order to stay with a remaining part for which thethermodynamic limit is well de�ned.In presence of a macroscopic, external, applied electric �eld, Eapp, thetotal energy of the system is that of the electron and the ions in presenceof the �eld plus the own electrostatic energy associated to the applied �eld:Ee+i(R�; Eapp) = 18� Z jEapp(r)j2dr+min' Ee+i(R�; Eapp; [']) (4.2)Within the solid, the applied electric �eld induces a macroscopic po-larization �eld P, associated to another depolarizing �eld Edep. In whatfollows, we will consider our solid as the macroscopic limit of an ellipso��d.



76 CHAPTER 4. DFPTFor that case, it can indeed be shown [157] that the di�erent �elds (Eapp,P, Edep) are homogeneous within the solid, a situation presenting some ev-ident practical advantages. Also for that case, the depolarizing �eld withinthe solid simply writes : Edep;i = �4�niPi (4.3)where ni are well de�ned form factors [157], that summarize the dependencyof Edep on the shape of the material.The part of the electrostatic energy due to the macroscopic �elds, Emac,can now be written in terms of the total electric �eld, E :Emac(Eapp;P) = 18� Z jE(r)j2dr= 18� Z jEapp(r) + Edep(r)j2dr (4.4)For an ellipso��d, it is equal to [92]:Emac(Eapp;P) = 18� Z jEapp(r)j2dr� V EappP + 4�2 V 3Xi=1 niP2i (4.5)where V is the volume of the macroscopic solid. The �rst term is the ownenergy of the applied �eld. The second and third terms are due to theinteraction of this �eld with the material: in Eq. (4.2), they were includedin Ee+i(R�; Eapp; [']). Interestingly, we have now a relationship between theexternal �eld Eapp and the macroscopic polarization P in which the onlycoupling term has a very simple form. This suggests that, combined withEq. (4.5), functions of Eapp should alternatively be written as functions ofP. In this context, let us introduce:Ee+i(R�; Eapp;P) = min'!PEe+i(R�; Eapp; [']) (4.6)such that: min' Ee+i(R�; Eapp; [']) = minP Ee+i(R�; Eapp;P) (4.7)We can now de�ne a new function from which the contribution due to themacroscopic �elds has been removed:~Ee+i(R�;P) = Ee+i(R�; Eapp;P)� �� V EappP + 4�2 V 3Xi=1 niP2i � (4.8)



4.2. PERTURBATIONS AND PHYSICAL PROPERTIES 77This function is independent of Eapp. It is also independent of the shape ofthe material (ni). ~Ee+i is a quantity for which the thermodynamic limitis well de�ned. Moreover, from its de�nition, we still have the followingconnection: ~Ee+i(R�;P) = min'!P ~Ee+i(R�; [']) (4.9)where ~Ee+i corresponds in fact to the crystal energy Ee+i from which themacroscopic contributions, involving the polarization have been removed 2.From Eqs. (4.5){(4.8){(4.9), the total energy now �nally writes:Ee+i(R�; Eapp) = minP hEmac(Eapp;P) + min'!P ~Ee+i(R�; ['])i (4.10)This expression is interesting in the sense that all the macroscopic quanti-ties have been isolated from the other energy contributions. The last termhas no dependence on Eapp as well as on the shape of the material any more.The only remaining problem is that the electrostatic energy is formulatedin terms of the applied �eld and the macroscopic polarization, while oneusually prefers to consider expressions involving the observable total ho-mogeneous electric �eld inside the body, on which conditions can be easilyimposed.For that purpose, instead of minimizing the total energy Ee+i, one usu-ally prefer to work with the electric enthalpy, Fe+i, de�ned as:Fe+i(R�; E) = Eine+i(R�; Eapp)� 14� Z E(r):D(r)dr (4.11)where Eine+i is the part of the energy inside the body 3 and the displacement�eld is equal to: D(r) = E(r) + 4�P(r) (4.12)From the previous de�nitions, the electric enthalpy corresponds to:Fe+i(R�; E) = minP ��V8� jEj2� V EP + min'!P ~Ee+i(R�; ['])� (4.13)= �V8� jEj2 +minP [�V EP + min'!P ~Ee+i(R�; ['])] (4.14)2For a macroscopic neutral periodic solid, these polarization contributions identifywith theG = 0 term of the electrostatic energy (Eii+Eie+EH), that must be omitted.3It corresponds to Eq. (4.10) but in which Emac restricts to its contribution insidethe body in Eq. (4.4).



78 CHAPTER 4. DFPTThe electric enthalpy appears therefore as composed of two terms. The�rst one is the proper electrostatic energy of the e�ective �eld inside thebody. The remaining part concerns the crystal energy within this �eld, andcontain a macroscopic contribution �V EP. Under the condition of zeromacroscopic electric �eld, we obtain the �nal expression:Fe+i(R�; E = 0) = minP [min'!P ~Ee+i(R�; ['])]= min' ~Ee+i(R�; [']) (4.15)Under the condition of zero macroscopic electric �eld, the electric enthalpyFe+i of the system corresponds therefore to the minimum of ~Ee+i. It is thequantity that has been considered in Chapter 2.4.2.2 Derivatives of the electric enthalpyThe Taylor expansion of the electric enthalpy up to second order, as afunction of the atomic positions and macroscopic electric �eld 4, can bewritten as [50]:Fe+i(R�; E) = Fe+i(R�o; 0)�V X� P�(R�o ; 0) E� �X� X� F�;�(R�o ; 0) ���;�� V8�X�� �1�� E� E� �X�� X� Z��;�� ���;� E�+12X�� X��0 C��(�; �0) ���;� ���0;� + ::: (4.16)The electric �eld E is the total (screened) electric �eld inside the solid and���;� = (R� � R�o)�. Our purpose is now to identify the coe�cientsappearing in this expression (�1��, C��(�; �0), Z��;��) with the well knownphysical quantities to which they refer.The dielectric tensorWithin the electrostatics, the macroscopic displacement �eld, D, the macro-scopic polarization, P, and the macroscopic electric �eld, E , are related toeach others within the following expression:D� = E� + 4�P� (4.17)4This expression can be generalized in order to include the strains as a third set ofvariables



4.2. PERTURBATIONS AND PHYSICAL PROPERTIES 79and the dielectric tensor of insulators is introduced as:��� = @D�@E� = ��� + @P�@E� (4.18)From Eq. (4.13), we deduce that:@Fe+i@E� = �V4� E� � V P� = �V4� D� (4.19)so that ��� = �4�V @2Fe+i@E�@E� : (4.20)This identi�es the coe�cient appearing in Eq. (4.16) with the dielectrictensor introduced in electrostatics. Using now Eq. (4.14), we can make theconnection with ~Ee+i:@2Fe+i@E�@E� = �V4� ��� + @2 ~Ee+i@E�@E� ; (4.21)so that �nally 5 : ��� = ��� � 4�V @2 ~Ee+i@E�@E� : (4.22)The Born e�ective charge tensorThe Born e�ective charge is de�ned as the change of polarization inducedby an atomic displacement:Z��;�� = V @P�@��;� (4.23)From Eq. 4.19, it writes: Z��;�� = � @Fe+i@E�@��;� (4.24)or equivalently: Z��;�� = � @ ~Ee+i@E�@��;� (4.25)5In the following, ~Ee+i will be usually considered as an energy per unit cell so thatV will have to be replaced by 
o, the unit cell volume.



80 CHAPTER 4. DFPTThe harmonic force constantsThe interatomic force constants are de�ned as:C��(�; �0) = @F�;�@��0;� : (4.26)and they correspond to second derivatives of the electric enthalpy as appear-ing in Eq. 4.16. In absence of macroscopic electric �eld, ~Ee+i is equivalentto Ee+i so that we simply obtain:C��(�; �0) = @2Ee+i@��;�@��0 ;� (4.27)4.2.3 SummaryIn this Section, we have reintroduced the concept of electric enthalpy andwe have shown how it can be connected to the crystal energy. The di�erentquantities, that will be discussed in the next Chapters, have been formu-lated as second derivatives of the electric enthalpy. Alternatively, they arealso directly related to second derivatives of the crystal energy as de�nedin Chapter 2. We will now be interested in the explicit formulation of suchsecond derivatives.4.3 Basics of perturbation theoryIn Chapters 1 and 2, we have addressed the determination of the groundstate of periodic solids within density functional theory. In Chapter 3, thisformalism has been applied to barium titanate. From now, we postulatethat the ground-state problem has been solved, and that all the associ-ated ground state quantities are known (energy, wavefunctions, density,...).Starting from that assumption, we consider that a small external perturbat-ing potential, characterized by the parameter �, is applied to the system.The new problem is described by the family of Schr�odinger equations:H(�) j'(�)i = E(�) j'(�)i (4.28)Within perturbation theory, the external potential vext is expanded interms of the parameter �, and is supposed to be known to all orders:vext(�) = v(0)ext + �v(1)ext + �2v(2)ext + ::: (4.29)Similarly, the other physical quantities (energy, electronic density, electronicwavefunctions...) are expanded in terms of � :X(�) = X(0) + �X(1) + �2X(2) + ::: (4.30)



4.3. BASICS OF PERTURBATION THEORY 81In this general context, our purpose is to describe how we can determine thesuccessive derivatives of the total energy, directly connected to interestingquantities, by solving the expansion of Eq. (4.28) up to di�erent orders.In this Section, we recall some basic results of perturbation theory. Forthe sake of clarity, they will be exhibited for a system of independent elec-trons, described by a set of one-body Schr�odinger equations. Two di�erentperturbative approaches will be considered: the �rst one makes use of aSternheimer equation (see for instance Ref. [181]), the second is based on avariational principle (see for instance Ref. [95]). In the next Section, bothwill be generalized in the context of DFT.Interestingly, we already note that, for case of one-state wavefunction,the �-expansion is not unique. One has indeed complete freedom for thephase factor of '(�), in the sense that :~'(�) = eif(�) '(�) (4.31)is also solution of Eq. (4.28), whatever would be the real function f(�),called the \gauge". In what follows, we will pay a particular attention tothis phase freedom, that becomes even more pronounced in independentelectrons schemes when several states are occupied, because one-body oc-cupied wavefunctions can form linear combinations as previously discussedfor the ground-state (Chapter 1).4.3.1 The Sternheimer approachAs previously mentioned, for the purpose of the illustration, we considerhere a system composed of independent electrons that is described by a setof one-body Schr�odinger equations:[H(�)� ��(�)] j �(�)i = 0; (4.32)and submitted to orthonormalization conditions of the wavefunctions:h �(�)j �(�)i = ���; 8�; � 2 foccg: (4.33)The di�erent quantities appearing in the previous equations are now ex-panded in powers of �.Single-band caseLet us start with the even more simple case of a single one-body Schr�odingerequation. At the �rst-order of perturbation, the problem writes as a Stern-heimer equation, submitted to a normalization condition:(H � ��)(0) j (1)� i = �(H � ��)(1) j (0)� i; (4.34)h (1)� j (0)� i+ h (0)� j (1)� i = 0 (4.35)



82 CHAPTER 4. DFPTWithout loss of generality, the �rst-order wavefunctions may be expandedin terms of the complete set formed by the ground-state wavefunctions,supposed to be known: (1)� = c(1)�� (0)� +X� 6=� c(1)�� (0)� (4.36)Our problem therefore basically consists in determining the coe�cients c(1)��that satisfy Eqs. (4.34){(4.35).Projecting �rst the Sternheimer equation in the subspace spanned byh (0)� j, we recover the Hellmann-Feynman theorem:E(1) = h (0)� jH(1)j (0)� i (4.37)Applying the same technique to second order (or di�erentiating the previousequation), we obtain similarly:E(2) = h (0)� jH(2)j (0)� i+12�h (0)� jH(1)j (1)� i+ h (1)� jH(1)j (0)� i� (4.38)Continuation of the process leading to Eqs. (4.37){(4.38) points out a (n+1)rule: the knowledge of the wavefunctions up to order n is su�cient to com-pute the energy derivative up to order n+1. In particular, we have obtaineda general expression for the second derivative of the total energy, involvingonly the zero- and �rst-order of the wavefunctions. Up to now, however, wedid not obtain any information on the �rst-order wavefunctions, involvedin the last expression.Projecting now the Sternheimer equation on the subspace perpendicularto h (0)� j, we get:P?�(H � ��)(0) P?�j (1)� i = �P?�H(1) j (0)� i; (4.39)In this equation, P?�j (1)� i is the only unknown. As (H � ��)(0) is non-singular within the subspace perpendicular to h (0)� j, the contribution toh (1)� j within this subspace can be isolated:P?�j (1)� i = X� 6=� h (0)� jH(1)j (0)� i(�� � ��) j (0)� i (4.40)The only remaining unknown is c(1)��.The normalization condition Eq. (4.35), imposes for the real part of c(1)��to be zero. However, the projection of the equation in the subspace spanned



4.3. BASICS OF PERTURBATION THEORY 83by h (0)� j did not give us any additional information. This corresponds tothe fact that it remains a phase freedom associated to the resolution of Eq.(4.34), that can only be suppressed by imposing the gauge. The \paralleltransport" gauge is de�ned by imposing to the imaginary part of c(1)�� to bezero. Within this gauge, the normalization condition Eq. (4.35) must bereplaced by: h (0)� j (1)� i = 0 (4.41)To summarize, within the \parallel transport" gauge, the problem to besolved has been replaced by:P?�(H � ��)(0) P?�j (1)� i = �P?�H(1) j (0)� i; (4.42)h (0)� j (1)� i = 0 (4.43)The �rst-order wavefunctions are equal to: (1)� = X� 6=� h (0)� jH(1)j (0)� i(�� � ��)  (0)� ; (4.44)and the second energy derivative writes:E(2) = h (0)� jH(2)j (0)� i+X� 6=� h (0)� jH(1)j (0)� ih (0)� jH(1)j (0)� i(�� � ��) (4.45)Up to now, for a single band problem.Many-band caseAs we had seen for the ground state, for the case where there is morethan one occupied band, the phase freedom is more pronounced due tothe invariance of total energy and density under any unitary transformwithin the space of the occupied wavefunctions. For the many-band case,starting from Eq. (4.32)-(4.33), we obtain at the �rst order of perturbationa set of one-body Sternheimer equations submitted to orthonormalizationconditions of the occupied wavefunctions:(H � ��)(0) j (1)� i = �(H � ��)(1) j (0)� i (4.46)h (0)� j (1)� i + h (1)� j (0)� i = 0; 8�; � 2 foccg: (4.47)



84 CHAPTER 4. DFPTExpanding the �rst-order wavefunctions, in terms of the complete set ofground-state wavefunctions, we can identify two di�erent sub-spaces, cor-responding respectively to the occupied (foccg) and unoccupied (fempg)bands:  (1)� = foccgX� c(1)�� (0)� + fempgX c(1)� (0) (4.48)Projecting the Sternheimer equations on the subspace spanned by j (0)� i,we recover the Hellmann-Feynmann theorem and do not get any informa-tion on c(1)��. Projecting on the subspace of the other occupied bands, weobtain: c(1)�� = h (0)� jH(1)j (0)� i�� � �� : (4.49)The orthonormalization conditions put however an additional requirementwithin the subspace of the occupied bands: it imposes for the real part ofc(1)�� to be zero. The previous coe�cients are therefore purely imaginaryso that the contribution to j (1)� i from the subspace of the occupied bandswill not a�ect the total energy or the density. We can always �nd a uni-tary transform that aligns Pvj (1)� i with  (0)� . For this particular choice,the contribution originating from the subspace of the occupied bands issummarized in c(1)��. Due to the phase indeterminacy associated to this co-e�cient in the resolution of Eq. (4.46), we can arbitrarily impose to itsimaginary part to be zero. This condition de�nes the \parallel transport"gauge [96]. To work within this gauge corresponds therefore to replace thenormalization condition by:h (0)� j (1)� i = 0; 8�; � 2 foccg: (4.50)in which case c(1)�� = 0 for any (�; �) within the subspace of the occupiedbands.Within the \parallel transport" gauge, the problem only consists inidentifying the projection of the �rst-order wavefunction within subspaceof the conduction bands. The set of Eqs. (4.46){(4.47), has been replacedby: Pc(H � ��)(0) Pcj (1)� i = �PcH(1) j (0)� i (4.51)8�; � 2 fvalg : h (0)� j (1)� i = 0 (4.52)



4.3. BASICS OF PERTURBATION THEORY 85Similarly to the single band case, we obtain: (1)� = fempgX� h (0)� jH(1)j (0)� i(�� � ��)  (0)� ; (4.53)and the second energy derivative writes:E(2) = X� �h (0)� jH(2)j (0)� i+ fempgX� h (0)� jH(1)j (0)� ih (0)� jH(1)j (0)� i(�� � ��) �: (4.54)The previous set of equations gives the correct density and energy ex-pansion. However, the unitary transform performed within the subspaceof the occupied bands has mixed the di�erent �rst-oder Sternheimer equa-tions, so that the  (1)� obtained within this gauge do still not satisfy any ofthe single Eq. (4.46). In other words, if  (0)� is associated to a single orbitalof the unperturbed problem,  (1)� does not describe the �rst-order changeof this single orbital but also contains contributions from other orbitals.As it will be discussed in Chapter 7, for the purpose of identifying bandby band contributions all along a path of �, the valence band contribution(Eq. 4.49) must be added. This corresponds to work within what is referredto as the \diagonal" gauge [96].4.3.2 The variational approachFor the ground-state, we had seen in Chapter 1 that, as an alternative tothe direct resolution of the Schr�odinger equation, it was also possible todirectly minimize the total energy with respect to the ground-state wavefunctions. Similarly, in perturbation, an alternative to the direct resolutionof a Sternheimer equation consists in minimizing a variational expressionof successive energy derivatives. This approach, based on an early work ofSinagolu [266] who generalized the minimum Hylleraas principle [128] atdi�erent orders of perturbation, was recently reinvestigated by Gonze [95].Variational theoremsWhen perturbation theory is applied to a quantity for which a variationaltheorem holds (as it is the case for the ground-state total energy), twomajor variational perturbation theorems can be derived:



86 CHAPTER 4. DFPT(i) A variational principle can be exhibited for the even order of pertur-bation. It states that:E(2n) = min'(n) n ~E(�)[n�1Xi=0 �i'(i)0 + �n'(n)]o(2n) (4.55)This theorem establishes, for example, that the �rst-order wavefunctionscan be derived from a minimization of a variational expression of E(2).Moreover, it teaches that the error on the second derivative, evaluatedfrom approximate trial wavefunctions, is quadratic in the error on the wavefunction and smaller than that inherent to any other non-variational ex-pression.(ii) Going beyond the (n + 1) rule previously mentioned, a (2n + 1)theorem can be demonstrated:E(2n+1) = n ~E(�)[ nXi=0 �i'i0]o(2n+1) (4.56)It states that the energy up to order (2n+ 1) can be expressed through anexpression which requires only the knowledge of the wavefunctions up toorder n.These theorems have been demonstrated in Ref. [95]. They hold forconstrained as well as for unconstrained functionals. It can nevertheless beshown that, for our purpose, the use of a constrained functional (i.e. makinguse of orthonormalization conditions) yields simpler expressions [95].Independent-electrons problemFor the independent-electrons problem, previously discussed, the search ofthe ground-state can be formulated through the minimization of a varia-tional expression: E(0) = min (0)� n occX� h (0)� jH(0)j (0)� io; (4.57)under the constraint that:h (0)� j (0)� i = ��� ; 8�; � 2 foccg: (4.58)The variational approach to perturbation theory is based on the ex-pansion of the previous equations. The second derivative of the energy and



4.4. MERGING OF DFT AND PERTURBATION THEORY 87the �rst-order wavefunctions can be determined simultaneously through theminimization of the following variational expression:E(2) = min (1)� nX� [h (1)� j(H � ��)(0)j (1)� i + h (0)� jH(2)j (0)� i+h (0)� jH(1)j (1)� i+ h (1)� jH(1)j (0)� i]o; (4.59)under the constraints:h (1)� j (0)� i + h (0)� j (1)� i = 0; 8�; � 2 foccg: (4.60)It is interesting to investigate the connection between this minimiza-tion procedure and the resolution of a Sternheimer equation. The Euler-Lagrange equation associated to the minimization under constraint of theprevious expression can be obtained as the expansion of the Euler-Lagrangeequation obtained for the ground-state. It writes:(H � ��)(0)j (1)� i = �H(1)j (0)� i � occX� �(1)��j (0)� i: (4.61)The projection of this equation on the subspace of the conduction unper-turbed wavefunction allows to recover a �rst-order Sternheimer equation:Pc(H � ��)(0)Pcj (1)� i = �PcH(1)j (0)� i (4.62)This demonstrates that the minimization of a variational expression ofE(2) under the more drastic constraints:h (0)� j (1)� i = 0; 8�; � 2 foccg (4.63)is formally equivalent to solve a �rst-order Sternheimer equation within the\parallel transport" gauge. Both approaches can therefore be used withoutdistinction.4.4 Merging of DFT and perturbation theoryThe two previous methods of addressing perturbation theory can now beintroduced in density functional theory. Each of them will give rise toa self-consistent algorithm allowing an e�cient determination of the �rst-order wavefunctions. Interestingly, these techniques still do not require theexplicit knowledge of the whole spectrum of unoccupied wavefunctions ofthe unperturbed system, as it was the case with the IDM technique.



88 CHAPTER 4. DFPT4.4.1 The Sternheimer approachIn Chapter 1, we had presented a set of Kohn-Sham (KS) equations to besolved self-consistently for determining the KS ground state wave functions.Similarly, in perturbation theory, Baroni et al. [11, 12, 50] proposed to solveself-consistently a set of �rst-order Sternheimer equations in order to getthe �rst-order wavefunctions.The new set of equations can be trivially obtained by expanding theset of Eq. (1.70) to �rst-order. As it was previously discussed, within the\parallel transport" gauge we are only interested by the projection of theSternheimer equation on the conduction bands, while the normalizationcondition has been modi�ed. This yields the following system, to be solvedself-consistently:8>>>>>>><>>>>>>>: Pc [�12r2 + v(0)s � �(0)� ]Pc j (1)� i = Pc v(1)s j (0)� iv(1)s (r) = v(1)ext(r) + R n(1)(r1)jr1�rj dr1+ R Kxc(r; r1)n(1)(r1) dr1 + v(1)Hxc0(r);n(1)(r) =Pocc�=1[ (0)�� (r): (1)� (r) +  (1)�� (r): (0)� (r)] (4.64)under the constraints:h (0)� j (1)� i = 0; 8�; � 2 foccg: (4.65)Following the notations introduced for the ground-state, we now de�ne:v(1)H (r) = Z n(1)(r1)jr1 � rj dr1 (4.66)v(1)xc (r) = Z Kxc(r; r1)n(1)(r1) dr1 (4.67)Two new quantities have been introduced:v(1)Hxc0(r) = dd� �EH[n(0)]�n(r) jn(0)(r) + dd� �Exc[n(0)]�n(r) jn(0)(r) (4.68)Kxc(r; r0) = �Exc[n(0)]�n(r)�n(r0) jn(0)(r) (4.69)v(1)Hxc0(r) summarizes the �-dependence of v(0)H and v(0)xc . The Hartreepart will always be zero within the present work where we investigate onlythe response to atomic displacements and applied macroscopic electric �eld.



4.4. MERGING OF DFT AND PERTURBATION THEORY 89It may however be non-zero in some cases, like in the response to a macro-scopic strain [12]. There will be an exchange-correlation contribution, forinstance, when investigating the response to an atomic displacement inpresence of non-linear core corrections.Kxc(r; r0) is usually referred to as the exchange-correlation kernel. Withinthe LDA it reduces to a local operator:KLDAxc (r; r0) = d�LDAxcdn jr : �(r� r0): (4.70)In Chapter 8, we will discuss some consequences of this approximation andinvestigate more carefully what would be the form of this kernel within\exact" DFT [74].4.4.2 The variational formulationSimilarly, the variational formulation can be applied to the density func-tional theory [91, 96]. We obtain that E(2)el is the minimum of the followingexpression:E(2)[ (0); (1)] = occX� [h (1)� jH(0) � �(0)� j (1)� i+ h (0)� jv(2)extj (0)� i+h (0)� jv(1)extj (1)� i+ h (1)� jv(1)extj (0)� i+h (0)� jv(1)Hxc0j (1)� i+ h (1)� jv(1)Hxc0j (0)� i]+12 ZZ Kxc(r; r0) n(1)(r) n(1)(r0) dr dr0+12 ZZ n(1)(r) n(1)(r0)jr� r0j dr dr0 + 12 d2EHxcd�2 ����n(0) (4.71)where the �rst-order changes in wavefunctions,  (1)� , are varied under theconstraints h (0)� j (1)� i = 0; 8�; � 2 foccg: (4.72)As in Section 4.3.2, it can be checked that the minimization of Eq. (4.71)under the set of constraints Eq. (4.72) is equivalent to solve a set of Stern-heimer equations within the parallel transport gauge (Eq. 4.64{4.65).The practical minimization of the previous expression can be performedin a similar spirit to that mentioned for the ground state in Chapter 2. Aband-by-band conjugate-gradient algorithm, inspired from that used for theground-state problem, but adapted to the minimization of E(2), is detailedin Ref. [100].



90 CHAPTER 4. DFPT4.5 Incommensurate perturbationsAs mentioned in the Introduction, one of the practical advantages of per-turbation theory is that it allows to treat perturbations, characterized bya wavevector q that is incommensurate with the unperturbed periodic lat-tice. We will now briey describe how to deal with such perturbations (seeRef. [100]). We will show that, independently of q, the perturbed prob-lem can always be formulated in a way that presents the periodicity of theunperturbed system.4.5.1 Energy expansionThe periodic ground-state potential operator is invariant upon translationsby a vector Ra of the real space lattice 6:v(0)ext(r +Ra; r0 +Ra) = v(0)ext(r; r0) (4.73)The perturbing potential operator, characterized by a wavevector q, is nowsuch that, v(1)ext;q(r+Ra; r0 +Ra) = eiq�Ra v(1)ext;q(r; r0): (4.74)When 2q is not a vector of the reciprocal lattice, such a perturbingpotential is non-hermitian and should be used together with its hermitianconjugate counterpart. At the level of the linear response, there is basicallyno consequence of working separately with the potential and its hermitianconjugate, since the response to their sum is simply the sum of the responseto each perturbation separately. However, as we are also interested in thevariational property of the second-order change in energy, we cannot a�orda non-hermitian external potential.The problem is solved by considering a complex parameter �, and thefollowing speci�c expansion:vext(�) = v(0)ext + (�v(1)ext;q + ��v(1)ext;�q) (4.75)+ (�2v(2)ext;q;q + 2���v(2)ext;q;�q + ��2v(2)ext;�q;�q)where one has imposed that v(2)ext;q;�q is hermitian and equal to v(2)ext;�q;q 7.A similar expansion applies now to the energy:E(�) = E(0) + (�E(1)q + ��E(1)�q)+ (�2E(2)q;q + 2���E(2)q;�q + ��2E(2)�q;�q) (4.76)6We introducea linear operator in order to be able to treat non-localpseudopotentials.7This is always possible since vext(�) and v(0)ext are hermitian and the other terms aretwo by two hermitian conjugate from each others.



4.5. INCOMMENSURATE PERTURBATIONS 91Applying a translation to the �rst-order wavefunctions and densities,one observes the following behaviors : (1)m;k;q(r+Ra) = ei(k+q)�Ra  (1)m;k;q(r) (4.77)and n(1)q (r+Ra) = eiq�Ra n(1)q (r) (4.78)Due to the requirement of invariance of the total energy under translationof the whole system, one derives, when q and 2q are not vectors of thereciprocal lattice, thatE(1)q = E(1)�q = E(2)q;q = E(2)�q;�q = 0; (4.79)so that we �nally obtain:E(�) = E(0) + 2���E(2)q;�q (4.80)E(2)q;�q is therefore the only non-zero second-order quantity in the �-expansion of the energy Eq. (4.76). As v(2)ext;q;�q is hermitian, E(2)q;�q is areal quantity. It is variational with respect to changes in the �rst-orderwavefunctions. It is this quantity that must be minimized for the case ofincommensurate perturbations.From now, we will only be concerned by E(2)q;�q.4.5.2 Factorization of the phaseDue to the lattice periodicity of the solid, we have seen in Chapter 2 thatthe ground state wavefunctions have the Bloch form and can be written as aperiodic function only a�ected by a phase factor. We now show that in theprevious expression of the second derivative of the energy to be minimized,the phase factor associated to an incommensurate perturbation can be fac-torized out and re-introduced in the phase factor of the Bloch function, sothat the problem �nally keeps the periodicity of the unperturbed system 8.Inspired by Eqs. (4.77) and (4.78), one de�nes the periodic functionsu(1)m;k;q(r) = (N
0)1=2e�i(k+q)�r (1)m;k;q(r) (4.81)and �n(1)q (r) = e�iq�r n(1)q (r); (4.82)8The factorization of the phase is associated to the basic idea that, within the paralleltransport gauge, a perturbation of wave vector q only couples valence states at k toconduction states at k+q.



92 CHAPTER 4. DFPTThe second derivative of the energy Eq. (4.71) now becomes:E(2)el;�q;q[u(0);u(1)] =
0(2�)3 ZBZ occXm s�hu(1)mk;qjH(0)k+q;k+q � �(0)mkju(1)mk;qi+hu(1)mk;qjv(1)ext;k+q;kju(0)mki+ hu(0)mkjv(1)ext;k;k+qju(1)mk;qi+hu(1)mk;qjv(1)Hxc0;k+q;kju(0)mki+ hu(0)mkjv(1)Hxc0;k;k+qju(1)mk;qi+hu(0)mkjv(2)ext;k;kju(0)mki�dk+12 Z Z
0 Kxc(r; r0)�n(1)�q (r) �n(1)q (r0) e�iq�(r�r0) dr dr0+12 Z Z
0 �n(1)�q (r) �n(1)q (r0)jr� r0j e�iq�(r�r0) dr dr0+ 12 d2EHxcd�d�� ����n(0) (4.83)It satis�es a minimumprinciple with respect to variations of the �rst-orderwavefunctions u(1)n;k;q under constraintshu(0)m;k+qju(1)n;k;qi = 0; 8m;n 2 foccg: (4.84)while the �rst-order change in density is given by�n(1)q (r) = 2(2�)3 ZBZ occXm s u(0)�mk (r)u(1)mk;q(r)dk: (4.85)At this stage, we have all the ingredients for the determination of the�rst-order wavefunctions through a minimization of a variational expres-sion of E(2), for the case of periodic solids and perturbations of arbitrarywavelength. We will now investigate the more explicit form of these equa-tions for the speci�c case where the perturbation is associated to an atomicdisplacement or to a macroscopic external electric �eld (see also [101]). Theequations will be written within the LDA. The di�erent terms will be for-mulated in real or reciprocal space, depending of how they are computedin practice. The notations will also be slightly modi�ed in such a way thatthe superscript referring to the order of the perturbation will be identi�edby the name of the perturbation itself (double superscripts correspond tosecond order).



4.6. THE PHONON-TYPE PERTURBATION 934.6 The phonon-type perturbation4.6.1 Change of external potentialIn this Section, we will consider the perturbation created by the displace-ments of atoms in sublattice �, along the � axis, multiplied by the in�nites-imal � (eventually, a complex quantity), multiplied by a phase determinedby the cell to which they belong: the � component of their vector positionis changed from ��;� + Ra;� to ��;� + Ra;� + �eiq�Ra . Atoms in the othersublattices are not displaced 9. For reasons given in Chapter 7, we considerq wavevectors that are not equal to 0.For the atomic displacement previously described, the �rst-order changein the external potential operator isv��;�ext;q(r; r0) =Xa eiq�Ra @@��;� v�(r� � � �Ra; r0 � � � �Ra) (4.86)while the second-order change writes:v���;���;�ext;�q;q(r; r0) =Xa 12 @2@�2�;� v�(r� �� �Ra; r0 � �� �Ra) (4.87)More explicit expressions associated to these changes of the external poten-tial will not be detailed here but are reported in Ref. [100]. In presence ofnon-linear core correction, the exchange-correlation potential will also beinuenced by the atomic displacement at the �rst and second order.4.6.2 Variational expressionHaving obtained the �rst- and second- derivatives of the potentials, weare able to write the variational expression of the associated second-orderelectronic energy:E�������el [u(0);u(1)] =
0(2�)3 ZBZ occXm s�hu���mk;qjH(0)k+q;k+q � �(0)mkju���mk;qi+hu���mk;qjv���ext;k+q;kju(0)mki+ hu(0)mkjv���ext;k;k+qju���mk;qi+hu(0)mkjv�������ext;k;k ju(0)mki�dk9All these collective displacements can be generated from q wavevectors restrictedinside the Brillouin zone, the only ones that will be considered.



94 CHAPTER 4. DFPT+12 Z
0�[�n���q (r)]�[�v���xc0;q(r)] + [�n���q (r)][�v���xc0;q(r)]��dr+12 Z
0 KLDAxc (r; r)j�n���q (r)j2dr+ 2�
0XG j�n���q (G)j2jq+Gj2+12 d2Excd�d�� ����n(0) (4.88)As we have supposed q to be non-zero, there is no divergence for G = 0in the Hartree term and in the local part of �v���ext;q. The case q = 0 will bediscussed in Chapter 7.The minimization of the previous expressions allows to determine the�rst-order wavefunctions u��� . Within the \parallel transport" gauge, thisexpression is minimized under the constraints that:hu(0)mk+qju���nk;qi = 0; 8m;n 2 foccg: (4.89)The minimization of the previous expression is equivalent to solve thefollowing �rst-order Sternheimer equation:Pc;k+q (H(0)k+q;k+q � �(0)m;k)Pc;k+q ju���m;k;qi= �Pc;k+q �v���ext;k+q;k + �v���H;q + �v���xc;q + �v���xc0;q� ju(0)m;ki (4.90)where �v���H;q(G) = 4� �n���q (G)jG+ qj2 (4.91)�v���xc;q(r) = KLDAxc (r; r) �n���q (r) (4.92)4.7 The electric �eld perturbation4.7.1 Change of external potentialSimilarly to what was done in the previous Section, we now would like todeal with the response to an homogeneous static electric �eld. However,in this case, the problem is more tricky because the change of externalpotential is linear in space and breaks the periodicity of the crystallinelattice: for a macroscopic �eld along direction �, it writes�vext(r) = Eapp r�: (4.93)The long-wave method is commonly used to deal with this problem.Within this approach, the previous linear potential is obtained as the limit



4.7. THE ELECTRIC FIELD PERTURBATION 95for q� tending to 0 of�vext(r) = limq�!0Eapp 2 sin(q�r�)q�= limq�!0Eapp�ei(q��r�)iq� � e�i(q� �r�)iq� � (4.94)A second complication also arises in case of macroscopic electric �eldsfrom the fact that the central quantity that must be considered is not theapplied �eld but the total screened �eld E . In this context, it was shownin Section 4.2 that the electronic contribution to the dielectric tensor isconnected to a second derivative of ~Eel with respect to E . It is thereforethis quantity that we need to compute. Basically, it will appear as a con-ventional expression of E(2)el , but in which: (i) the �eld appearing in theelectron-ion term is the total screened �eld E , (ii) the G = 0 to the Hartreeterm has been omitted.The �rst- and second-order change of potential associated to the screened�eld have a form similar to those of the applied �eld and can now be writtenas: vE�scr(r) = limq�!0 �eiq��r�iq� � e�iq��r�iq� � (4.95)vE��E�scr (r) = 0 (4.96)There is no non linear core correction for this case.We will see that the determination of the �rst-order change of the wavefunction with respect to an electric �eld proceeds in two steps. Indeed,another unknown appears in the expression to be minimized: the �rst-order change of the wavefunction with respect to their wave-vector. Thisquantity can be obtained by another independent minimization procedure.4.7.2 Variational expressionsDerivative of the wavefunctions with respect to an electric �eldIntroducing the change of potential associated the macroscopic electric �eldin the general expression of the second-order energy and using the fact thatin the limit of q� ! 0 10:h E�mkjeiq��r�iq� j (0)mki = �iq� huE�m k+q� ju(0)mki10We are also explicitly using the fact that, within the parallel transport gauge,huE�mk ju(0)mki = 0



96 CHAPTER 4. DFPTh E�mkjeiq��r�iq� j (0)mki = �iq� [huE�mkju(0)mki+ q�hduE�mkdk� ju(0)mki]= �iq� [q�( ddk� huE�mkju(0)mki � huE�mkj ddk� ju(0)mki)]= ihuE�mkj ddk� ju(0)mki (4.97)the second energy derivative can be written as:~EE��E�el [u(0);uE�] = 
0(2�)3 ZBZ occXm s�huE�mkjH(0)k;k� �(0)mkjuE�mki+huE�mkjiuk�mki+ hiuk�mkjuE�mki�dk+12 Z
0 KLDAxc (r; r)jnE�(r)j2+2�
0 XG6=0 jnE�(G)j2jGj2 : (4.98)where uk�mk = du(0)mk=dk�. Within the parallel transport gauge, it is mini-mized under the constraintshu(0)m;kjuE�nki = 0; 8m;n 2 foccg: (4.99)The Sternheimer equation associated to this problem writes:Pc;k+q (H(0)k+q;k+q � �(0)m;k)Pc;k+q juE�m;k;qi= �Pc;k+q �i @@k� + v0E�H + vE�xc � ju(0)m;ki(4.100)with v0E�H (q) = ( 4�nE�(G)jGj2 when G 6= 00 when G = 0 (4.101)vE�xc (r) = KLDAxc (r; r) nE�(r) (4.102)Derivative of the wavefunctions with respect to their wavevectorUnfortunately, the expression to be minimized in order to obtain the �rst-order wavefunctions with respect to the electric �eld perturbation, containsother unknowns: uk�mk. In the parallel-transport gauge, these �rst-order



4.8. THE CASE OF MIXED PERTURBATIONS 97changes of the wavefunctions can be determined from a previous indepen-dent minimization ofEk�k�m;k [u(0);uk�] = huk�mkjH(0)k;k � �(0)mkjuk�mki+huk�mkjT k�k;k � vk�ext;k;kju(0)mki+ hu(0)mkjT k�k;k � vk�sep;k;kjuk�mki(4.103)with the constraints 8m;n 2 fvalg : hu(0)mkjuk�nki = 0: (4.104)T k�k;k and vk�sep;k;k are the �rst derivative of kinetic energy operator andexternal potential. Their explicit expression is reported in Ref. [100].The Sternheimer equation associated with the minimization procedureEq. (4.103) isPc;k(H(0)k;k � �(0)m;k)Pc;k juk�m;ki = �Pc;k(T k�k;k + vk�sep;k;k)ju(0)m;ki: (4.105)4.8 The case of mixed perturbationsAt this stage, we have described how the �rst-order electronic wavefunctionscan be obtained from the minimization of a variational expression of E(2).Explicit expressions have been obtained for the speci�c case of electric �eldand atomic displacement perturbations.Before closing this Chapter, we would like now to describe briey howthese �rst-order wavefunctions can be used to determined a general mixedenergy derivatives [100, 101]. This concerns explicitly the mixed derivativewith respect to electric �eld and atomic displacement perturbations butalso the second derivative with respect to the same perturbation for twodi�erent directions of space. In the next three Chapters the basic resultspresented in this Section will be applied to the determination of the Borne�ective charge tensors, the optical dielectric tensor and the dynamicalmatrices.When two or more Hermitian perturbations are considered simultane-ously, the Taylor-like expansion Eq. (4.29) can be generalized as follows 11:vext(�) = v(0)ext +Xj1 �j1vj1ext +Xj1j2 �j1�j2vj1j2ext + � � � : (4.106)For this case, it can be shown [101] that the mixed derivativeEj1j2el = 12 @2E@�j1@�j2 (4.107)11The indices j1 and j2 are not exponents, but label the di�erent perturbations.



98 CHAPTER 4. DFPTis obtained from Ej1j2el = 12 � �Ej1j2el + �Ej2j1el � ; (4.108)with�Ej1j2el f (0); j1 ;  j2g = X� hh j1� jH(0) � �(0)� j j2� i+ h (0)� jvj1j2ext j (0)� i+�h j1� jvj2extj (0)� i+ h (0)� jvj1extj j2� i�+�h j1� jvj2Hxc0j (0)� i+ h (0)� jvj1Hxc0j j2� i� i+12 ZZ
0 nj1(r) nj2(r0)jr� r0j drdr0+12 ZZ
0 KLDAxc (r; r) nj1(r) nj2(r0) drdr0+12 d2EHxcd�j1d�j2 ����n(0) (4.109)The last equation appears as the natural generalization of Eq. (4.71) forthe case of a mixed second energy derivative. In particular, it reducesto Eq. (4.71) when j1 = j2. Interestingly, Eq. (4.71) was a variationalexpression: supposing that the �rst-order wavefunctions and densities arenot exact, the error on E(2)el was quadratic in the error on the �rst-orderquantities. For the case of a mixed perturbation, we only have a stationarystatement: Eqs. (4.108) and (4.109) give an estimation of Ej1j2el that hasan error proportional to the product of errors made on the �rst-order quan-tities associated to the �rst and second perturbation. If these errors aresmall, their product will be much smaller. However, the sign of the error isundetermined, unlike for the variational expressions.The following expressions do not have this interesting properties: theirerror is of the order of the errors made on the �rst-order wavefunctions ordensities, and not of their mutual product. However, they present an alter-native practical advantage: they allow to evaluate Ej1j2el from the knowledgeof the derivatives of wavefunctions with respect to only one perturbation:Ej1j2el = 12 occX� �h j1� jvj2extj (0)� i+ h (0)� jvj2extj j1� i+h j1� jvj2Hxc0j (0)� i+ h (0)� jvj2Hxc0j j1� i�+Ej1j2non�var (4.110)



4.9. CONCLUSIONS 99where Ej1j2non�var = occX� h (0)� jvj1j2ext j (0)� i+ 12 d2EHxcd�j1d�j2 ����n(0) (4.111)The time-reversal symmetry allows to simplify further these expressions.For example,Ej1j2el = occX� h j2� jvj1ext + vj1Hxc0j (0)� i+Ej1j2non�var (4.112)These results are generalizations of the so-called \interchange theorem" [52].This theorem will be demonstrated for the speci�c case of the Born e�ectivecharges in Chapter 5. It will also be exploited in Chapters 6 and 7.4.9 ConclusionsIn this Chapter, we �rst paid a particular attention to the formulationof the dielectric tensor, Born e�ective charges and dynamical matrices interms of second derivatives of the total energy as obtained in Chapter 2.We then investigated how such second derivatives of the total energy canbe e�ciently computed within the density functional formalism.Starting from basic results of perturbation theory, we have formulateda variational approach to density functional perturbation theory. We havethen more speci�cally addressed the response of the system to macroscopicelectric �elds and atomic displacements. For each case, we have reportedhow the �rst-order wavefunctions can be computed from a minimization ofa variational expression of E(2). We �nally described how these �rst-orderwavefunctions can be used to determine a general mixed second-derivativeof the energy.From now, we will make the assumption that the �rst-order wavefunc-tions are known and we will detail how they can be used to compute di�erentinteresting quantities. The next three Chapters, will address successivelythe case of the Born e�ective charges, dielectric tensor and dynamical ma-trices.The present formalism will be applied to BaTiO3. Continuing the dis-cussion initiated in Chapter 3, from now we will be more essentially con-cerned by the physics of this material.
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Chapter 5The Born e�ective charges5.1 IntroductionFor a long time, there has been a continuing interest in the de�nition ofatomic charges in solid state physics as well as in chemistry [40, 202, 300,194]. This interest lies essentially in the fact that such a concept is helpfulfor a simple description of solids and molecules.The large diversity of frameworks in which a concept of atomic chargenaturally arises (IR spectrum analysis, XPS chemical shifts analysis, the-ory of ionic conductivity of oxides, determination of electrostatic potential,de�nition of oxidation states...) underlines its central role. However, italso reveals a concomitant problem: inspired by various models or by thedescription of various physical phenomena, many di�erent de�nitions havebeen proposed that, unfortunately, are not equivalent [194]. It seems glob-ally possible to separate the di�erent concepts into static and dynamiccharges 1.The static charge is an intuitive concept, usually based on a partitioningof the ground-state electronic density into contributions attributed to thedi�erent atoms. It is however an ill-de�ned quantity that depends on theconvention chosen to a�ect a given electron to a particular ion [40, 202].On the other hand, the dynamic charge is directly related to the changeof polarization (or dipole moment, for molecules) created by an atomicdisplacement. This change of polarization is a well-de�ned quantity thatcan be experimentally measured, at least in principles. Recent studies ofthe statistical correlation between di�erent de�nitions of atomic charges1Equivalently, Cochran made in Ref. [40] the distinction between what he calledrespectively the ionic charge and the lattice dynamical charge.101



102 CHAPTER 5. THE BORN EFFECTIVE CHARGESusing a principal component analysis shown that these are not independentbut correspond to di�erent scales driven by a unique underlying physicalfactor [194]. We will argue that the dynamic charge should not reduceto one physical factor, as the static charges but should also depend onan additional parameter: the rate of transfer of charge, inuenced by thebonding with the other atoms of the system.The Born e�ective charge Z� (alias transverse charge, alias dynamice�ective charge) 2, was introduced by Born [19] in 1933. In solid statephysics, it is since a long time considered as a fundamental quantity be-cause it monitors the long-range Coulomb interaction responsible of thesplitting between transverse and longitudinal optic phonons [19]. Duringthe seventies, the Born e�ective charges were already investigated and dis-cussed within empirical approaches (see for example Harrison [113]). Now,it is possible to compute them accurately from �rst-principles [11, 91, 142]and it seems interesting to rediscuss them in this new context.In our study of BaTiO3, the investigation of Z� acquires a more funda-mental motivation. Recently, it was indeed emphasized that Z� are anoma-lously large in various ABO3 compounds [242, 70, 313]. It was observedthat their values can reach twice that of the nominal ionic charges. Thissurprising feature gave rise to many questions and engendered a wide cu-riosity.In this Chapter, we would like to summarize our results concerningBaTiO3 and SrTiO3 in order to illustrate how a careful analysis of the Borne�ective charges can teach us interesting physics concerning these com-pounds. It reveals the mixed ionic and covalent character of the bond [71,221]. It allows to visualize the mechanism of polarization as electronic cur-rents produced by dynamic changes of orbital hybridizations [113, 221]. Italso clari�es the origin of the giant destabilizing dipole-dipole interactionproducing the ferroelectric instability of these materials [73].In Section 5.2 and 5.3, we make a brief overview of the concept ofatomic charge. We emphasize the fundamental di�erences between staticand dynamic charges and we reintroduce the Born e�ective charge that isat the center of the present discussion.In Section 5.4, we describe how the Born e�ective charge can be com-puted within the density functional formalism, establishing the connectionbetween the linear response and Berry phase approaches. We also pay aparticular attention to the signi�cance of this charge in terms of Wannierfunctions.In Section 5.5, we report various results obtained within di�erent frame-2A similar concept was introduced by chemists for molecules and is referred to as the\atomic polar tensor" [16, 199, 200].



5.2. THE CONCEPT OF STATIC CHARGE 103work for the cubic phase of BaTiO3 and SrTiO3. We discuss the origin ofthe large anomalous contributions in terms of dynamic changes of orbitalhybridization. A decomposition of the role played by the di�erent bands isreported in Section 5.6.Section 5.7 is devoted to the evolution of the Born e�ective charges inthe three ferroelectric phases of BaTiO3 as well as in the cubic phase underisostatic pressure. This points out the role of the anisotropy of the atomicenvironment on the amplitude of Z�. We also report (Section 5.8) theevolution of the e�ective charges all along the path of atomic displacementsfrom the cubic to the rhombohedral phase and we estimate the spontaneouspolarization of the three ferroelectric phase of BaTiO3.Finally, in Section 5.9, we emphasize the role of the Born e�ective chargeon the lattice dynamics making the connection between the microscopicconsideration previously discussed and the ferroelectric phase transition.This role of Z� in the ferroelectric instability will be more intensively dis-cussed in Chapter 7.5.2 The concept of static chargeIntuitively, the atomic charge �rst appears as a static concept. The chargeof an isolated atom is a well de�ned quantity. The purpose of de�ningatomic charges was therefore to extend this notion to molecules and solids.For these cases, the challenge basically consists to replace the delocalizedelectronic density by localized point charges associated to each atom. Thiscould a priori be performed from electronic density maps obtained experi-mentally or theoretically. However, as already mentioned by Mulliken [202]in 1935, \there are some di�culties of giving exact de�nition without ar-bitrariness for any atomic property". During the seventies, Cochran [40]similarly emphasized that the partition of the electronic distribution intoatomic charges can only be done unambiguously when \boundary can bedrawn between the ions so as to pass through regions in which the electrondensity is small compared with the reciprocal of the volume inclosed". Thisis never the case in practice, and especially when there is appreciable cova-lent bonding. For most of the solids and molecules, there is consequentlyno absolute criterion to de�ne the static atomic charge. A large varietyof di�erent de�nitions have been proposed, which we briey overview (seealso Appendix B.1).A �rst group of procedures makes use of the basis functions that areused to represent the wavefunctions. The oldest of these methods is theMulliken population analysis [203], unfortunately well known to be stronglydependent on the choice of the basis functions. An improvement of this



104 CHAPTER 5. THE BORN EFFECTIVE CHARGEStechnique, that eliminates most of its drawbacks, was proposed by Weinholdet al. [237] who introduced the concept of natural atomic orbitals.Alternate approaches are based directly on the charge density distribu-tion. These methods are usually preferred because they represent the �rstterm of a multicenter multipole expansion and reproduce the dipole mo-ments and the electrostatic potentials in a satisfactory manner. In a �rstkind of de�nitions, like that of Hirshfeld [120], the charge is separated intooverlapping contributions. Another family of methods splits the electronicdensity between non-overlapping regions on the basis of topological argu-ments [48, 265], as �rst suggested by Bader [8, 9]. A di�erent approach, alsobased on the electronic density, was proposed recently by Lee et al. [165]and consists in a �t of the electrostatic potential based on a variationalprinciple.All the previous methods are related to the electronic density and areprobably the most commonly used. Di�erently, some atomic charges werealso introduced in connection with other quantities, experimentally mea-sured and related to an atomic charge via a simpli�ed model. Some ofthese charges can be considered as static. As a unique example, let us men-tion the atomic charges deduced from the chemical shifts of core ionizationenergies in XPS or ESCA measurements [194].Finally, and without being exhaustive, it is important to mention thatnatural de�nitions also arise in the framework of semi-empirical approaches.For example, in the bond orbital model of Harrison [113], the electronic in-teractions are modelized through a few parameters that monitor the chargetransfer between the ions and allow to identify an e�ective static charge(see Appendix B.2).Although all these procedures address in principle the same universalconcept, each of them yields in practice a di�erent quantitative result. Thiswas, for example, emphasized by Wiberg and Rablen [300] or Meister andSchwarz [194] in the case of molecules. It was argued however that if thedi�erent de�nitions are not equivalent, the corresponding charges are notindependent but correspond to di�erent scale underlying a common uniquephysical reality.This is illustrated for BaTiO3 in Table 5.1 where di�erent atomic chargesare reported in comparison with those expected in a purely ionic mate-rial (+2 for Ba, +4 for Ti, -2 for O). The atomic charge of Ref. [113]were deduced by Harrison from his universal parameters 3. The atomiccharges reported by Hewat (Ref. [116]) were approximated from a modelof Cowley [49] for SrTiO3. Michel-Calendini et al. (Ref. [195]) proposed3These charges were deduced from the universal parameters of Harrison as describedin Section 19-E of Ref. [113]. More realistic charges should be obtained by applying thesame idea to optimized tight-binding parameters, like those of Mattheiss [190].



5.2. THE CONCEPT OF STATIC CHARGE 105Table 5.1: Static charges of BaTiO3 in the cubic structure.ZBa ZTi Z0 Reference+2 +4 �2 Nominal+2:00 +0:19 �0:73 Ref. [113]+1:40 +2:20 �1:20 Ref. [195]+2:00 +1:88 �1:29 Ref. [116]+2:00 +2:89 �1:63 Ref. [41]+2:12 +2:43 �1:52 Ref. [303]+1:39 +2:79 �1:39 Ref. [305]charges from a population analysis of the electronic distribution of a TiO6cluster, assuming a charge of +2 on Ba. Cohen and Krakauer (Ref. [41])deduced the atomic charges from a �t of the \ab initio" electronic distri-bution by that of overlapping spherical ions (generated according to thepotential induced breathing model) for di�erent ionic con�gurations. Xu etal. (Ref. [303]) reported values deduced from a Mulliken population anal-ysis of a self-consistent OLCAO calculation. In another reference [305],Xu et al. proposed another values by integrating the electronic charges inspheres centered on the ions, and partitioning rather arbitrarily the remain-ing charge outside the spheres following a method proposed in Ref. [34, 304].These results were obtained on the basis of schemes, sometimes di�erentfrom those previously reported, so emphasizing again the diversity of themethods. There is no formal equivalence between the di�erent de�nitionsand the results are not quantitatively identical. The values of Table 5.1have however some common features. In particular, they all reveal that,due to covalency e�ects between Ti and O atoms, the charge transfer fromTi to O is not complete (see Chapter 3). Consequently, the static chargesare smaller than they would be in a purely ionic material 4. For the Baatom, the situation is unfortunately not so clear than for Ti and O: evenfor the more sophisticated models, its charge oscillates from +2 assuminga purely ionic character, to +1:39 involving some covalency with the otheratoms. In spite of the dispersion of the results, we note that the choiceof a given de�nition should remain useful to identify some trends or basicphenomena, like evolutions from one phase to the other [305].The main purpose of this Section was to recall that, in spite of what4We will see later that, at the opposite to what is observed here on the static charge,covalency e�ects usually increase the amplitude the Born e�ective charges.



106 CHAPTER 5. THE BORN EFFECTIVE CHARGESis sometimes expected, the static atomic charges are no observables in thestrict sense: they are only deduced from observable quantities on the basisof a particular model. In consequence, we must be careful when discussingthem. They remain only meaningful within the particular framework of themodel from which they were designed.5.3 The concept of dynamic chargeFollowing Harrison [113], \whenever an ambiguity arises about the de�ni-tion of a concept such as the atomic charge, it can be removed by discussingonly quantities that can be experimentally determined at least in princi-ples". The e�ective charge, already discussed in solid state physics byBorn [19] in 1933, is related to a change of polarization and satis�es this re-quirement. In this work, we will refer to it as the Born e�ective charge butit is also known as the transverse charge or the dynamic e�ective charge.5.3.1 De�nitionFor periodic solids, the Born e�ective charge of atom � is a tensor de�ned asthe coe�cient of proportionality at the linear order and under the conditionof zero macroscopic electric �eld, between the macroscopic polarization perunit cell created in direction � and a cooperative displacement of atoms �in direction �: Z��;�� = 
0 @P�@��;� ����E=0 (5.1)where 
0 is the unit cell volume.The Born e�ective charge is a dynamic concept in the sense that it con-cerns the response to an atomic displacement. From its de�nition, Z� isa fundamental quantity in lattice dynamics: it governs, with the opticaldielectric constant �1, the strength of the Coulomb interaction responsibleof the splitting between longitudinal (LO) and transverse (TO) optic modes[19, 27] (see Chapter 7). For crystals, like binary ANB8�N compounds, inwhich LO and TO mode eigenvectors are identical and imposed by symme-try, infra-red measurement of the splitting allows accurate determinationof jZ�j2=�1: so, it o�ers an unambiguous way to extract the amplitude ofZ� (its sign remains unde�ned) from the experiment 5. For more complexmaterials like ABO3 compounds, LO and TO eigenvectors are not neces-sarily equivalent and the extraction of Z� from the experimental data isnot straightforward.5The presence of �1 is sometimes source of uncertainty, when it cannot be determinedaccurately.



5.3. THE CONCEPT OF DYNAMIC CHARGE 107When investigating the lattice dynamics of solids, di�erent other dy-namic charges were introduced that are related to Z�. In his shell-model [38,39], Cochran considers an e�ective charge, equivalent to the charge e�s intro-duced by Szigeti [276], and that includes only the e�ects of charge redistri-bution resulting from short-range interaction 6. This concept is model de-pendent and relates to Z� through an assumption on the form of the Lorentze�ective �eld associated to the transverse optic modes [23, 81]. In the par-ticular case of a local spherical symmetry we have: Z� = [(�1 + 2)=3] e�s.For the longitudinal phonons, a longitudinal e�ective charge Z�L was intro-duced by Callen [27], that can be expressed in terms of the Szigeti chargeand the e�ective electric �eld associated to these modes [81]. In the partic-ular case of a local spherical symmetry, we have: Z�L = [(�1 + 2)=3�1] e�s.The LO modes di�er from the TO ones due to the additional interactionwith the longitudinal electric �eld 7. This yields the general relationship:Z�L = Z�=�1. Note �nally that, similarly to what was done with respectto an atomic displacement, in piezoelectric materials, the change of po-larization induced by a macroscopic strain was expressed in terms of apiezoelectric charge that can also be related to Z� [184, 112].For the case of molecules, in order to interpret the infra-red intensities,Biarge, Herranz and Morcillo [16, 199, 200] introduced a quantity similarto Z� that they called the \atomic polar tensor" and that is de�ned asthe change of the total dipole moment of the molecule with respect to anatomic displacement. From this tensor, Cioslowski [36, 37] later introduceda scalar charge (the generalized atomic polar tensor, GAPT) de�ned as one-third of the trace of the polar tensor. This charge is sometimes comparedto di�erent static charges. Anticipating what will be discuss in the nextSections, we would like to stress that such a comparison is misleading: theGAPT contains a di�erent physics that the static charges and is reliant ondynamic transfer of charges that are not included in any static charge.5.3.2 Dynamic transfer of chargeDuring the seventies, a large variety of semi-empirical models were pro-posed to investigate the underlying physical processes driving the valuesof Z�. Without being exhaustive, let us mention the interesting works ofLucovsky, Martin and Burnstein [176] who decomposed Z� in a local and6e�s is sometimes assimilated to a static charge and its value deduced from a Mullikenanalysis or another de�nition [195]. There is however no formal justi�cation of thisprocedure. The Szigeti charge remains indeed a dynamical concept, connected to Z�through a simpli�ed model.7Boundary conditions impose a di�erent requirement on the macroscopic electric �eldfor TO (E = 0) and LO (E = �4�P) modes.



108 CHAPTER 5. THE BORN EFFECTIVE CHARGESa non-local contribution, of Lucovsky and White [177] discussing Z� inconnection with resonant bonding properties, or the bond charge modelof H�ubner [123]. The most popular and sophisticated of this kind of ap-proaches remains however that of Harrison [113, 110, 111, 112] within hisbond orbital model (BOM). Similar results were obtained independently byLannoo and Decarpigny [159].The BOM basically consists in a simpli�ed tight-binding model, wherethe Hamiltonian is limited to the on-site and nearest-neighbour terms. Theon-site elements are identi�ed to free atom terms value, while the inter-atomic elements are taken as universal constants times a particular distancedependence. Among other things, these parameters determine the transferof charge between the interacting atoms. As it was interestingly pointedout by Dick and Overhauser [58], the charge redistribution produced by thesensitivity of the overlap integrals on the atomic positions is at the originof an \exchange charge polarization". Similarly, in the Harrison model, thedependence of the parameter on the bond length monitors the amplitude ofZ� that can become anomalously large as it is illustrated in the followingexamples.Let us �rst consider a diatomicmolecule XY, composed of two open shellatoms, where Y has the largest electronegativity. The interatomic distanceis u. The dipole moment p(u) is related to the static charge Z(u) = p(u)uand allows to de�ne the dynamic charge:Z�(u) = @p(u)@u= @@u �u : Z(u)�= Z(u) + u@Z(u)@u (5.2)In the last expression, Z� appears composed of two terms. The �rst one issimply the static charge. The second corresponds to an additional dynamiccontribution: it originates in the transfer of charge produced by the modi�-cation of the interatomic distance. Within the BOM, this last contributionis deduced from the universal dependence of the interaction parameters onthe bond length (see Appendix B.2). The di�erence between Z(u) andZ�(u) will be large if Z(u) changes rapidly with u. It can even be non-negligible when @p(u)=@u is small, if the charge is transferred on a largedistance u.This simple model already allows to predict anomalous contributions(i.e. a value not only larger than the static charge Z(u) but even largerthan the \nominal" ionic charge). As the distance between X and Y ismodi�ed from0 to some u, the distance corresponding to a complete transfer



5.3. THE CONCEPT OF DYNAMIC CHARGE 109of electrons from X to Y, the dipole moment evolves continuously fromp(0) = 0 (since there is no dipole for that case) to p(u). Interestingly,Z u0 Z�(u) du = [p(u)� p(0)] = u Z(u) (5.3)) 1u Z u0 Z�(u)du = Z(u) (5.4)The last relationship points out that the mean value of Z�(u) from 0 tou is equal to Z(u). Consequently, if Z(u) changes with u, Z�(u) must begreater than Z(u) (the \nominal" static charge corresponding to a completetransfer of electrons from X to Y) for some u between [0; u]. The di�erencebetween Z�(u) and the nominal charge Z(u) is usually referred to as theanomalous contribution8.Considering now a linear chain ...-Y-X-Y-... , and displacing coherentlythe X atoms by du, shortened and elongated bonds will alternate all alongthe chain. For Harrison [113], the interaction parameters will be modi�edsuch that \the covalent energy increases in the shorted bond, making it lesspolar by transferring electron to the positive atom". Inversely, electroniccharge will be transferred to the negative atom in the elongated bond.These transfers of charge will propagate all along the chain, so that evenif the net charge on the atom is not modi�ed, a current of electrons willbe associated to the atomic displacement. The direction of this electroniccurrent is opposite to that of the displacement of positive atoms, so thatit reinforces the change of polarization associated to this displacement andgenerate an anomalously large Z�.The previous model can �nally be extended to three dimensional solids.For this case, however, the calculation of the dynamic contribution maybecome questionable when the identi�cation of the charge transfer is re-stricted to some speci�c bonds [15]. As it will be discussed in Section5.5, the Harrison model remains however a meaningful picture of practicalinterest to interpret more accurate results.In conclusion, this Section has shown that Z� is related to the staticcharge (see Eq. 5.2) but does not restrict to it: Z� may also include anadditional contribution due to dynamic transfers of charge. We so partlydisagree with Meister and Schwarz [194] who suggested that all the chargesincluding the GAPT are driven by the same underlying parameter. We willillustrate on di�erent examples that Z� may become anomalously large and8Nominal and static charges may di�er widely due to covalency e�ects. As the staticcharge is ill de�ned, one usually prefers to de�ne the anomalous contribution in referenceto the nominal charge. The di�erence between Born e�ective charge and static chargeis sometimes referred to as the dynamical contribution.



110 CHAPTER 5. THE BORN EFFECTIVE CHARGESindependent of the amplitude of Z. Two atoms with the same Z can alsoexhibit strongly di�erent Z�.5.4 A �rst-principles formulation5.4.1 IntroductionSimultaneously to the development of the semi-empirical approaches previ-ously discussed, steps were made toward a �rst-principles determination ofZ�. Here also, we propose a brief overview of the di�erent avenues whichhave been explored.As mentioned previously, the Born e�ective charge tensor Z��;�� of atom� is de�ned as the coe�cient of proportionality relating, at linear order andunder the condition of zero electric �eld, the macroscopic polarization perunit cell created along the direction �, and the displacement along thedirection � of the atoms belonging to the sublattice �. As the polarizationis already an energy �rst-derivative, this coe�cient can be connected to themixed second-order derivative of the total energy with respect to atomicdisplacements and macroscopic electric �eld. It equivalently describes thelinear relation between the force induced on atom � and the macroscopicelectric �eld E�:Z��;�� = 
0 @P�@���(q = 0) = � @2Etot@E�@���(q = 0) = @F�;�@E� : (5.5)Without loss of generality, the Born e�ective charge can be decomposedinto two contributions: Z��;�� = Z���� +�Z�;��; (5.6)where Z� is the charge of the (pseudo-)ion �, and �Z�;�� is the contributiondue to the electronic screening. The �rst term can be trivially identi�ed.Historically, the computation of the second contribution was addressed fol-lowing di�erent schemes.A �rst general method is to work within a perturbative approach. Dur-ing the early seventies, a linear response formalism was developed that wasmaking use of the inverse dielectric function ��1 and an expression was pro-posed for Z� [255, 217, 256]. Computations based on this formalism were,for example, reported by Resta and Baldereschi [239, 10]. However, oneimportant drawback of this procedure is that the charge neutrality, whichimposes constraints on the o�-diagonal elements of ��1, is di�cult to controland to guarantee [287]. Consequently, Vogl [287] proposed a method that



5.4. A FIRST-PRINCIPLES FORMULATION 111circumvenced the inversion of the dielectric function by using directly theself-consistent potential induced by a long-wavelength lattice displacement.Unfortunately, at that time, there was no way to determine accurately thispotential: it had to be approximated and this formulation was only ap-plied to simpli�ed models [172, 173]. The solution was only reported muchlater by Baroni, Giannozzi and Testa [11] who proposed, within DFT 9, tocompute the total e�ective potential by solving a self-consistent �rst-orderSternheimer equation. It was the �rst \ab initio" powerful and systematicapproach, yielding accurate calculation of Z�. A variational formulation ofthis theory was then reported by Gonze, Allan and Teter [91], o�ering adi�erent algorithm for the calculation of the �rst-order wavefunctions anda new stationary expression for Z�. The \Sternheimer" and \variational"formalisms were �rst implemented within DFT (usually within the LDA,but also within the GGA), using plane-wave and di�erent kind of pseu-dopotentials. LMTO [249] and LAPW [308] versions of this approach havealso been proposed recently.As an alternative to the perturbative approach, another procedure shouldbe to determine Z� from �nite di�erence of the macroscopic polariza-tion between the undistorted crystal and a distorted crystal with \frozen-in" q=0 atomic displacements, in the limit of small displacements. Inwhat was in fact the earliest �rst-principles computation of Z�, Bennettand Maradudin [14] attempted to deduce Z� using this technique but aspointed out by Martin [185], on the basis of an incorrect expression, yield-ing boundary-sensitive results. The basic problem was that the change ofpolarization was assimilated to the change of the unit cell dipole, which isill-de�ned for periodic charge distributions. A re-formulation of this ap-proach was proposed by Littlewood [174] 10. More recently, Resta [241]interestingly addressed the change of polarization as an integrated macro-scopic current. This yielded King-Smith and Vanderbilt [142] to identifyin the change of polarization a geometric quantum phase, and to proposea new scheme, useful for a practical calculation of the polarization [243].This opened the door to an alternative, convenient way to deduce Z�. It isusually referred to as the Berry phase approach.Finally, let us mention that Z� was also calculated, on a few occasions,from �nite di�erence of the force induced on an atom by an internal macro-scopic �eld using a supercell technique [150, 240] 11.9Such an approachwas described in Chapter 4 and is usually referred to as the densityfunctional perturbation theory [77].10He did not really address the problem of the polarizationbut switched to a derivativeof the polarization so going back to the linear response formalism.11Within this supercell approach, the longitudinal charge is accessible from indepen-dent quantities. The determination of Z� and Z�L o�ered a possibility to estimate �1.



112 CHAPTER 5. THE BORN EFFECTIVE CHARGESIn conclusion, we observe that each of the de�nitions underlying Eq. 5.5is at the origin of a practical scheme to determine Z�. In the next Sections,we report how �Z�;�� can be computed within DFT from the two mostwidely used techniques: the linear response formalism and the Berry phaseapproach. These methods are usually implemented when imposing Born-von Karman periodic boundary conditions to the system. We will see inChapter 8 that, within exact DFT, the imposition of such periodic condi-tions is conceptually incorrect to investigate the response to a homogeneouselectric �eld [94], or to compute the polarization [100]. However, it is aperfectly coherent procedure of practical interest within the local densityapproximation in which the DFT is usually implemented. The theoreticalvalues of Z� obtained within these approximations are typically within afew percents around the experimental data.5.4.2 The perturbative approachA �rst approach to compute �Z�;�� consists to address it in the frameworkof the density functional perturbation theory, as a mixed second derivativeof the electronic energy. Following the formalism introduced in Chapter 4,�Z�;�� can be formulated in terms of a stationary expression, involving the�rst-order derivative of the wavefunctions with respect to a q = 0 collectivedisplacement (ju���mk;q=0 >), and the �rst-order derivatives of the wavefunc-tions with respect to an electric �eld (juE�mk >) and to their wavevector(juk�mk >= �i ddk ju(0)mk >):�Z�;�� = 2� 
0(2�)3 ZBZ occXm s�hu���mk;q=0jH(0)k;k � �(0)mkjuE�mki+hu���mk;q=0jiuk�mki+ hu(0)mkjv���ext;k;kjuE�mki�dk+12 Z
0 [v���xc0;q=0(r)][�nE�(r)]�dr+12 Z
0 KLDAxc (r; r)[n���q=0(r)]�nE� (r)dr+2�
0 XG6=0 [n���q=0(G)]�nE� (G)jGj2 � (5.7)The �rst-order wavefunctions needed to evaluate this expression weredetermined by direct minimization of a variational expression of the secondderivative of the total energy as previously discussed in Chapter 4.



5.4. A FIRST-PRINCIPLES FORMULATION 113Introducing alternatively in Eq. (5.7), the �rst-order Sternheimer equa-tion associated to the atomic displacement and electric �eld perturbation :Pc(H(0) � �(0)mk)Pcju��;�mk;q=0i = �PcH��;� ju(0)mk;0i (5.8)Pc(H(0) � �(0)mk)PcjuE�mk;0i = �PcHE� ju(0)mk;0i (5.9)and the explicit form of the �rst-order Hamiltonian associated to theseperturbations 12: H��;� = v0 ��;�ext;k;k + v0 ��;�H + v ��;�xc (5.10)HE� = �i ddk� + v0 E�H + v E�xc (5.11)we obtain two alternative non-stationary expressions:�Z�;�� = 2 
0(2�)3 ZBZ occXm s hu���mk;q=0j � i ddk� ju(0)mkidk (5.12)�Z�;�� = 2� 
0(2�)3 ZBZ occXm s hu(0)mkjv0���ext;k;kjuE�mkidk+12 Z
0 [v���xc0;q=0(r)][�nE�(r)]�dr� (5.13)Eq.(5.7) was formulating Z� as a second derivative of the electronicenergy. Alternatively, the two last expressions address it respectively asthe derivative of the macroscopic polarization with respect to an atomicdisplacement (Eq. 5.12) and as the derivative of the force on the atoms �with respect to an electric �eld (Eq. 5.13) 13.Numerically, the results of Eq. (5.12) and (5.13) are a priori less accu-rate than that of Eq. (5.7) for which we have a stationary statement [100].Interestingly, however, the last two expressions only require the knowledgeof the �rst-order wavefunctions associated to one of the perturbation assoon as one knows the change of potential associated to the other. For ex-ample, the only computation of the �rst-order wavefunction derivative withrespect to the electric �eld perturbation and to their wavevector alreadyallows to deduce the full set of e�ective charges from Eq. (5.13).The translational invariance of the crystal imposes that a charge neutral-ity is ful�lled at the level of Z� through the following expression [255, 217]:12Notations have been introduced in Chapter 4. The \prime" indicates that the G=0term has been omitted.13Eq. (5.13) was originally proposed by Baroni et al. [11, 77] to compute Z�.



114 CHAPTER 5. THE BORN EFFECTIVE CHARGESP� Z��;�� = 0. This condition is guaranteed in the present approach butit will only be satis�ed numerically in the convergence limit. We observethat the violation of the charge neutrality is usually of the same order ofmagnitude than the numerical error on each separate charge.5.4.3 The Berry phase approachAs previously mentioned, an alternative approach to the determination ofthe Born e�ective charges is to determine them from �nite di�erence ofthe macroscopic polarization �P. Starting from the equilibrium positionsof the atoms and considering a small but �nite q=0 collective displace-ment ���;� in direction � of the atoms belonging to the sublattice �, wecan parametrize the associated change in the potential by a parameter �arranged to vary from 0 (intial state) to 1 (�nal state). If the materialremains an insulator for all the � in the range 0� 1, then we have:�Z�;�� = 
o lim���;�!0 �P����;� = 
o lim���;�!0 R 10 (@P�=@�)d����;� (5.14)Since the Born e�ective charge are de�ned in a null electric �eld, pe-riodic boundary conditions can be used at any � so that the Kohn-Shamorbitals have the Bloch form. Within any periodic gauge in which the Blochfunctions satisfy u(�)n;k(r) = eiG:r u(�)n;k+G(r); (5.15)King-Smith and Vanderbilt [142] have shown that:�P� = P(1)� �P(0)� (5.16)where P(�)� = � 18�3 i occXm s ZBZhu(�)mkj ddk� ju(�)mkidk (5.17)Taken independently, the matrix elements of the previous equation are ill-de�ned for periodic Bloch function. However, the integral of the right-handside is a well-de�ned quantity, which has the form of a Berry phase of bandm as discussed by Zak [311]. Associated to the fact that a phase is onlyde�ned modulo 2�, Eq. (5.16) only provides the change of polarizationmodulo a \quantum" (in 3 dimensional solids, the quantum is (s:Ra=
0),where Ra is a vector of the reciprocal lattice). In practice, ���;� may bechosen su�ciently small for the change of polarization being unambiguouslyde�ned.Direct evaluation of Eq. (5.17) is not trivial in numerical calculationsbecause the wavefunctions are only computed at a �nite number of point in



5.4. A FIRST-PRINCIPLES FORMULATION 115the Brillouin zone, without any phase relationship between the eigenvectors.An elegant scheme that circumvences this problem was reported in Ref.[142].This method was successfully applied to ABO3 compounds [242, 313],giving equivalent results than those obtained independently by perturbativetechniques [70, 231]. A similar accuracy was reported for alkaline-earthoxides [251, 223].5.4.4 Band by band decompositionAs similarly �rst reported by Zak in the general context of a Berry phase,Vanderbilt and King-Smith [283] emphasized that the polarization acquiresa particular meaning when expressed in terms of localized Wannier func-tions. In this Section, we will �rst recall this important result. Then we willshow how it can be extended to the Born e�ective charges, providing phys-ical signi�cance to its band-by-band contributions. Following that we willalso demonstrate the equivalence between the linear response formulationand the Berry phase approach.The Bloch functions unk(r) are related to the Wannier functions Wn(r)through the following band by band transformation:u(�)nk (r) = 1pN XR e�ik:(r�R) W (�)n (r�R) (5.18)W (�)n (r) = pN 
o(2�)3 ZBZ eik:r u(�)nk (r) dk (5.19)From this de�nition, we deduce that:ddk� u(�)nk (r) = 1pN XR [�i(r� � R�)] e�ik:(r�R) W (�)n (r�R) (5.20)where R runs over all real space lattice vectors. Introducing this result inthe equation providing P� (Eq. 5.17), we obtain:P(�)� = s
o occXm Z r�:jW (�)m (r)j2 dr (5.21)For unmixed Bloch functions corresponding to well separated bands, wewill have unmixed Wannier functions such that we can isolate Pn;�, thecontribution of band n to the � component of the polarization, P�:P(�)n;� = s
o Z r�:jW (�)n (r)j2dr (5.22)



116 CHAPTER 5. THE BORN EFFECTIVE CHARGESFrom this equation, the polarization due to the electrons of band n is simplydeduced for the position of the center of gravity of the density associatedto Wn 14. The two last equations are therefore conceptually meaningful:they indicate that, for the purpose of determining the polarization, thetrue quantum mechanical electronic system can be considered as an e�ectiveclassical system of quantized point charges, located at the Wannier centerassociated with the occupied bands in each unit cell.If we now consider the atomic displacement perturbation ��;� paramet-rized by our parameter �, the Born e�ective charge corresponds to:Z��;�� = 
o @P(�)�@� j�=0 = 
o @P(0)�@��;� (5.23)In terms of Wannier function, Z� can be written as:Z��;�� = s occXm Z r�[(@W (0)m (r)@��;� )� W (0)m (r) + (W (0)m (r))� @W (0)m (r)@��;� ]dr(5.24)In this expression, the contributions of the di�erent bands can also beseparated from each others, so that the contribution of band n to Z��;��corresponds to:[Z��;��]n = Z r�[(@W (0)n (r)@��;� )� W (0)n (r) + (W (0)n (r))� @W (0)n (r)@��;� ]dr (5.25)As for the polarization, this contribution has a simple physical meaning. Inresponse to an atomic displacement, the electronic distribution is modi�edand theWannier center of the di�erent bands is displaced. The last equationidenti�es the contribution to the Born e�ective charge due to band n as thechange of polarization corresponding to the displacement of a point charge son a distance equal to the displacement of the Wannier center of this band.Starting now from the Bloch function expression of the polarization (Eq.[5.17]), the previous equation can be equivalently written as:Z��;�� = � 
o(2�)3 i occXm s ZBZ [h@u(0)mk@��;� j@u(0)mk@k� i + hu(0)mkj @@k� j@u(0)mk@��;� i]dk (5.26)where ZBZhu(0)nk j @@k� j@u(0)nk@��;� idk =ZBZ [ @@k� hu(0)nk j@u(0)nk@��;� i � h@u(0)nk@k� j@u(0)nk@��;� i]dk (5.27)14Contrary to that of Bloch functions, the center of gravity of localizedWannier func-tions is well de�ned.



5.4. A FIRST-PRINCIPLES FORMULATION 117The �rst term of the right hand is the gradient of a periodic quantityintegrated over the Brillouin zone. Within our periodic gauge (see Eq.5.15), its contribution will be zero so that, using also the time reversalsymmetry, we arrive at the �nal expression:Z��;�� = �2 
o(2�)3 i occXn s ZBZh@u(0)nk@��;� j@u(0)nk@k� idk (5.28)First, we observe that, starting from the Berry phase formulation, wehave recovered the expression obtained by linear response (Eq. 5.12): thisdemonstrates the equivalence of both the approaches. Moreover, the con-tributions of the di�erent band can still be separated from each others:[Z��;��]n = �2 
o(2�)3 i s ZBZh@u(0)nk@��;� j@u(0)nk@k� i (5.29)As Bloch and Wannier functions were related through a band-by-bandtransformation, the contribution from band m to Z��;�� in Eq. (5.29) keepsthe same physical meaning as in Eq. (5.25): it is related to the displace-ment of the Wannier center of band m induced by the displacements of theatoms belonging to the sublattice �. This physical interpretation will beparticularly useful to identify the underlying mechanisms monitoring theamplitude of Z�.We note �nally that the di�erent expressions of Z� do not yield equiv-alent band-by-band contributions. In particular, the band by band decom-position of Eq. (5.13) is not equivalent to the previous expression: it doesnot allow to separate the contributions of the di�erent bands into the samemeaningful quantities. Introducing Eq. (5.12) in Eq. (5.13) and usingcompact notations, the respective contributions of a particular band m arerelated by the following expression:�hu(0)mkjv0���ext;k;kjuE�mki + 12 Z
0 [v���xc0;q=0(r)][�nE�mk(r)]�dr� =hu��;�mk;q=0j � i ddk� ju(0)mki�12 Z
0 dvHxcdn ����n(0)(r)[�n0���q=0(r)]��nE�mk(r)dr+12 Z
0 dvHxcdn ����n(0)(r)[�n0���mk;q=0(r)]��nE� (r)dr (5.30)The last two terms on the right hand, related to the local �elds e�ects, donot compensate: they will only cancel out during the summation on thedi�erent bands in order to yield the correct global e�ective charge.



118 CHAPTER 5. THE BORN EFFECTIVE CHARGES5.4.5 Choice of the gaugeFor the ground-state, we have seen in Chapter 1 that the Lagrange multi-plier method applied to the minimization of the Hohenberg and Kohn fonc-tional under orthonormalization conditions on the wavefunctions, allowsone to recover the usual Kohn-Sham equation modulo a unitary transformwithin the space of the occupied orbitals [96] (� = n;k):H(0)j (0)� i = occX� �(0)�;� j (0)� i (5.31)The freedom associated to the unitary transform (gauge freedom) is in-herent to the invariance of the total energy and density under any mixingbetween the occupied wavefunctions. For the ground-state, there is no rea-son not to choose the wavefunctions such that�(0)�;� = ��� �(0)� (5.32)in which case �(0)� correspond to the eigenenergies of a conventional Kohn-Sham equation.For the �rst-order wavefunctions, that satisfy the following Lagrangeequation (obtained as perturbative expansion of Eq. 5.31),(H(0) � �(0)� ) j (1)� i = �H(1)j (0)� i � occX� �(1)�;� j (0)� i; (5.33)we have seen in Chapter 4 that practical implementations are usually per-formed within the \parallel transport gauge" that corresponds to projectthe �rst-order change in valence wavefunction in a subspace orthogonalto all the valence bands. For this particular choice, however, �(1)�;� is notdiagonal [96].It can be shown that our formulations of the Born e�ective charge,Eqs. (5.7{5.12{5.13), are \gauge" invariant as it is also the case for theBerry phase formulation of the polarization [243]. This gauge invariancedoes however not apply to the band-by band contribution. It is thereforeimportant to determine the speci�c choice of the gauge for which our band-by-band decomposition becomes physically meaningful.Let us consider the Schr�odinger equation de�ned for a continuous pathof atomic displacement �:H(�)  �(�) = �(�)  �(�) (5.34)



5.5. THE CUBIC PHASE OF ABO3 COMPOUNDS 119The electronic energy bands are de�ned at any � by the solution whichdiagonalizes �(�). To identify the evolution of a particular band along thepath of �, requires to work in a gauge which diagonalizes �(�) at any �.Within a perturbative approach where�(�) = �(0) + ��(1) + �2�(2) + :::; (5.35)the previous requirement imposes to diagonalize � at any order. The de-composition of Z� into its band-by-band contribution must therefore beperformed in what we refer to as the diagonal gauge [96].The �rst-order wavefunctions in the diagonal gauge (�(1)� ) can be de-duced from those in the parallel transport gauge ( (1)� ) by adding the con-tribution spanned within the subspace of the valence bands as obtained inSection 4.3: �(1)� =  (1)� �X� 6=� �(1)��(�(0)� � �(0)� ) (0)� (5.36)where �(1)�� =<  (0)� jH(1)j (0)� > (5.37)Note that this transformation can present some problems when the de-nominator vanishes: this happens when the valence energies are degen-erated. The problem can be technically bypassed by keeping a paralleltransport gauge within the space of degenerated wavefunctions. Practi-cally, this means that we will only be able to separate the contributions ofwell separated set of bands.5.4.6 Technical detailsOur calculations have been performed within the perturbative approach.Integrals over the Brillouin-zone were replaced by a sum on a mesh of6 � 6 � 6 special k-points [197, 198] (10 points in the irreducible Brillouinzone). The wavefunctions were expanded in plane waves up to a cuto� of35 Hartree (about 4100 plane waves). These parameters guarantee a con-vergency to within 0.5% on Z� as well as on its band by band contributions(see also Appendix A).5.5 The cubic phase of ABO3 compounds5.5.1 Various resultsThe Born e�ective charge tensors of ABO3 compounds have been widelyinvestigated [242, 70, 313, 71, 72, 221, 231, 309, 292, 160]. In the cubic



120 CHAPTER 5. THE BORN EFFECTIVE CHARGESTable 5.2: Born e�ective charges of BaTiO3 in the cubic structure.Ions Ref. [6]a Shell Modelb Present Ref. [313]cZ�Ba +2 +2:9 +1:63 +2:77 +2:75Z�Ti +4 +6:7 +7:51 +7:25 +7:16Z�O? �2 �2:4 �2:71 �2:15 �2:11Z�Ok �2 �4:8 �3:72 �5:71 �5:69a Extrapolated from the experiment.b Calculated from the parameters of Ref. [139].c Computed within the Berry phase approach.phase, they are fully characterized by a set of four independent numbers.The charge on A and B atoms is isotropic owing to the local spherical sym-metry at their atomic site. For oxygen, two independent elements Ok andO? must be considered, referring respectively to an atomic displacementparallel and perpendicular to the B-O bond. In Table 5.2, we summarize theresults obtained within di�erent approaches for the cubic phase of BaTiO3.The �rst real estimation of Z� in ABO3 compounds is probably due toAxe [6], from empirical �tting to experimental mode oscillator strengths 15.As already mentioned in Section 5.3, Z� cannot be determined unambigu-ously from the experiment in ABO3 crystals. However, within some realis-tic hypothesis, Axe identi�ed the independent elements of Z� and alreadypointed out that two surprising features characterize the e�ective chargesof BaTiO3. First, the oxygen charge tensor is highly anisotropic. Moreover,the charges on Ti and Ok contain a large anomalous contribution (i.e. anadditional charge with respect to the nominal ionic value of +2 for Ba, +4for Ti and -2 for O).Both these characteristics are con�rmed by the �rst-principles calcu-lations. Our ab initio results, computed by linear response, are also inexcellent agreement with those of Zhong et al. [313], obtained from �nitedi�erences of polarization. Note that the charge neutrality, reecting thenumerical accuracy of our calculation, is ful�lled to within 0.02.The values of Z� are also qualitatively reproduced in a shell model cal-culation, performed from the parameters proposed by Khatib et al [139].15As an anecdote, let us mention that an early investigation of the Born e�ectivecharges of BaTiO3 was performed by Last in 1957 [161], but without identifying anyanomaly. Another discussion was reported in Ref. [152] but without separating therespective values of Z�.



5.5. THE CUBIC PHASE OF ABO3 COMPOUNDS 121A similar agreement between ab initio and shell model calculations wasobtained for KNbO3 [275]. During the seventies, Migoni, Bilz and B�auerlepointed out what they called \an unusual anisotropic and non linear po-larizability of the O atom". A polarizability model, able to reproduce thisfeature, was then introduced to investigate the lattice dynamics of ABO3compounds [196, 24]. The results mentioned here where obtained withinthis framework. They illustrate that such a model includes (even implic-itly) the mechanism responsible of anomalous Z� in ABO3 compounds.However, it does not allow a meaningful description in terms of dynamictransfer of charges, as it will be discussed later in this Chapter.Similar computations of Z� were performed on di�erent ABO3 com-pounds and they reproduce the same characteristics than in BaTiO3. Anon exhaustive list of these results is reported in Table 5.3.For materials with the pair of A and B elements chosen either in the IIaand IVb columns, or in the Ia and Vb columns, we observe that the choiceof the A atom has a rather limited inuence on Z�B and Z�Ok, which appearclosely related to the B atom. While the nominal ionic charge of Ti andZr is +4 in these compounds, the Born e�ective charge is between +7:08and +7:56 for Ti, and approximately equal to +6:03 for Zr. For Nb, theionic charge is +5, while the Born e�ective charge is between +9:11 and+9:37. Going now to W, the ionic charge increases to +6, while the Borne�ective charge reaches the much larger value of +12:51. For this class ofcompounds, we observe interestingly that Z�B evolves quasi linearly with�ZB , the nominal charge of the B atom.For materials containing Pb, the previous considerations remain validbut there are additional anomalies concerning Z�A and Z�O?. This feature isdue to the more covalent bonding of lead with oxygen that was illustratedin Ref. [43, 44]. In what follows, we will not be particularly interested bythese compounds.5.5.2 The Harrison modelIn the previous Section, we have identi�ed large anomalous contributionsto the Born e�ective charges of various ABO3 compounds. It seems nowinteresting to investigate their origin.The approximate reciprocity between Ok and B anomalous contribu-tions suggests that they should originate in a global transfer of charge be-tween B and O atoms as described in Section 5.3.2. In Ref. [113], Harrisonhad in fact already suggested such giant Born e�ective charges in perovskitematerials. Being unaware of the earlier results of Axe, he had however noexperimental evidence to corroborate his semi-empirical calculations.



122 CHAPTER 5. THE BORN EFFECTIVE CHARGES
Table 5.3: Born e�ective charges of various ABO3 compounds in the cubicstructure. The Born e�ective charge of the B atom is compared to itsnominal charge �ZB . The theoretical lattice parameter ao is also mentioned.ABO3 ao Z�A Z�B Z�Ok Z�O? Z�B= �ZB Referencenominal 2 4 -2 -2CaTiO3 7.19 2.58 7.08 -5.65 -2.00 1.77 Ref. [313]SrTiO3 7.30 2.56 7.26 -5.73 -2.15 1.82 Present2.54 7.12 -5.66 -2.00 1.78 Ref. [313]2.55 7.56 -5.92 -2.12 1.89 Ref. [160]2.4 7.0 -5.8 -1.8 1.75 Ref. [6]BaTiO3 7.45 2.77 7.25 -5.71 -2.15 1.81 Present2.75 7.16 -5.69 -2.11 1.79 Ref. [313]BaZrO3 7.85 2.73 6.03 -4.74 -2.01 1.51 Ref. [313]PbTiO3 7.35 3.90 7.06 -5.83 -2.56 1.77 Ref. [313]PbZrO3 7.77 3.92 5.85 -4.81 -2.48 1.46 Ref. [313]nominal 1 5 -2 -2NaNbO3 7.40 1.13 9.11 -7.01 -1.61 1.82 Ref. [313]KNbO3 7.47 0.82 9.13 -6.58 -1.68 1.83 Ref. [242]1.14 9.23 -7.01 -1.68 1.85 Ref. [313]1.14 9.37 -6.86 -1.65 1.87 Ref. [309]nominal - 6 -2 -2WO3 7.05 - 12.51 -9.13 -1.69 2.09 Ref. [56]



5.6. THE BAND-BY-BAND DECOMPOSITION 123Results obtained within the model of Harrison are reported in AppendixB.2 16. They can be summarized as follows. Within the bond orbital model,ABO3 compounds are described as mixed ionic-covalent crystals. It is as-sumed that the A atom is fully ionized so that it has no other role thanto provide electrons to the system. In contrast, it is considered that thereis some covalency between B and O atoms, described by including O 2s,O 2p and B d orbitals interacting through matrix elements Vspd� andVpd� (see Appendix B.2). Due to these orbital interactions, the transferof electrons from the B atom to oxygen is not complete: for the particularcase of SrTiO3, from the parameters of Mattheiss [190], we obtain a statice�ective charge on O equal to -0.97 (instead of -2). The estimation of theBorn e�ective charge now requires to add to the previous static charge,the dynamic contribution induced by the evolution of the interactions pa-rameters with the bond length as explained in Section 5.3.2. For SrTiO3,following the idea of Harrison, we get a value of �8.18 for Z�Ok.So, the Harrison model make plausible the giant anomalous e�ectivecharges by focusing only on the dynamic changes of hybridization betweenoccupied O 2s{O 2p states and the unoccupied metal d states. In BaTiO3,the hybridization between these orbitals is a well known feature, con�rmedby experiments [205, 124], LCAO calculations [190, 219, 220] and DFTresults [296, 43]. In this context, it seemed therefore realistic to restrictto O 2p -B d hybridization changes to explain intuitively large anomalouscontributions [313].Posternak et al. [221] went beyond this credible assumption. For KNbO3,they demonstrated that the anomalous contribution to the charge of Nb andOk disappears if the hybridization between O 2p and Nb 4d orbitals is ar-ti�cially suppressed. It was a convincing proof of the crucial role of thehybridizations.In what follows, we will propose a band-by-band decomposition of theBorn e�ective charges [71, 72]. This technique will appear as a tool ofparamount importance to clarify the microscopic origin of anomalous con-tributions. Identifying the dynamical transfer of charges without any pre-liminary hypothesis on the orbitals that interact, it will allow to generalizethe basic mechanism that was proposed by Harrison.5.6 The band-by-band decompositionIn ABO3 compounds, the electronic band structure is composed of relativelywell separated sets of bands (see Chapter 3). The hybridizations betweenthe orbitals of the di�erent atoms are relatively small and each band can16It follows the method described by Harrison for KCl in Ref. [113], p. 334.



124 CHAPTER 5. THE BORN EFFECTIVE CHARGESbe identi�ed by the name of the main atomic orbital which contributes tothis energy level in the solid. The Born e�ective charge is de�ned by thechange of polarization associated to a speci�c atomic displacement. Ourpurpose will be here to identify the contribution of each well separated setof bands to this change of polarization [71, 72].5.6.1 A reference con�gurationIn order to assign a physical meaning to our decomposition, we de�ne areference con�guration, in which the contribution to the e�ective charge ofa given atom is �2 for each band associated to its own orbitals and 0 forthe other bands. In this particular con�guration, the center of the Wannierfunction associated to each given set of bands is centered on an atom andremains centered on it: in other words, those centered on the moving atomwill remain centered on it, while the position of the center of gravity ofthe other bands will remain una�ected. This reference case correspondsto what would be observed in a purely ionic material where each band iscomposed of a single non-hybridized orbital.In this context, the anomalous contribution of a particular band mto a given atom � is de�ned as the additional part with respect to ourreference value and reects how the center of the Wannier function of bandm is displaced from its centered position when atoms � move. For a singleisolated band, this anomalous contribution corresponds to a meaningfulquantity: it is equal to (�2 : �d), where �d is the displacement of theWannier center of this band.In the reference con�guration, each band had a well de�ned single orbitalcharacter. The displacement of the Wannier center of a band with respectto its reference position must be attributed to hybridization e�ects: it isassociated to the admixture of a new orbital character to the band. It canbe visualized as a transfer of charge.5.6.2 BaTiO3The band structure of BaTiO3 is presented in Fig. 5.1. Results of thedecomposition 17 of Z� in the theoretical cubic structure of BaTiO3 arereported in Table 5.4. The �rst line (Z�) brings together the charge ofthe nucleus and of the core electrons included in the pseudopotential. Theother contributions come from the valence electron levels. The sum of theband by band contributions on one atom is equal to its global e�ective17Rigorously, our band by band decomposition was performed within DFT and onlyconcerns the Kohn-Sham electrons. It seems however that the results are rather inde-pendent of the one-particle scheme [189] used for the calculation.
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X R XΓ ΓM SΛΣZ∆Figure 5.1: Kohn-Sham electronic band structure of BaTiO3.charge while the sum of the contribution to a particular band from thedi�erent atoms is equal to �2 (within the accuracy of the calculation), theoccupancy of this band.For titanium, the Ti 3s contribution is close to -2, con�rming that theseelectrons follow the Ti atom when it moves, independently from the changeof its surrounding. This result a posteriori justi�es the inclusion of deeperelectronic levels as part of the ionic pseudopotentials. At the opposite, itis shown that the giant anomalous charge of titanium essentially comesfrom the O 2p bands. It corresponds to a displacement of the Wanniercenter of the O 2p bands in opposite direction to the displacement of theTi atom. This observation is in perfect agreement with the Harrison model:it can be understood by dynamic changes of hybridization between O 2pand Ti 3d orbitals, producing a transfer of electron from O to Ti when theTi-O distance shortens. Beyond this model, we note however that thereare also small anomalous charges from the Ti 3p, O 2s and Ba 5p bands.These contributions are not negligible. The positive anomalous chargescorrespond to a displacement of the center of the Wannier function of theO and Ba bands in the direction of the closest Ti when this atom has moved.Some of these features go beyond the Harrison model 18. They suggest otherkind of hybridization changes, that will be now more explicitly investigated.18Within the Harrison model, anomalous contributions to Z�Ti in Table 5.4 wouldrestrict to the O 2p and O 2s bands.



126 CHAPTER 5. THE BORN EFFECTIVE CHARGESTable 5.4: Band by band decomposition of Z� in the optimized cubic phaseof BaTiO3. The contributions have been separated into a reference valueand an anomalous charge (see text).Band Z�Ba Z�Ti Z�O? Z�Ok TotalZ� +10:00 +12:00 +6:00 +6:00 +40Ti 3s 0 + 0:01 �2 � 0:03 0 + 0:00 0 + 0:02 �2:00Ti 3p 0 + 0:02 �6 � 0:22 0� 0:02 0 + 0:21 �6:03Ba 5s �2� 0:11 0 + 0:05 0 + 0:02 0 + 0:01 �2:01O 2s 0 + 0:73 0 + 0:23 �2� 0:23 �2 � 2:51 �6:01Ba 5p �6� 1:38 0 + 0:36 0 + 0:58 0� 0:13 �5:99O 2p 0 + 1:50 0 + 2:86 �6� 0:50 �6 � 3:31 �17:95Total +2:77 +7:25 �2:15 �5:71 +0:01For barium, the global anomalous e�ective charge (+0:77) is small andthis feature was sometimes attributed to its more ionic character [313]. Thisionicity is inherent to the Harrison model [113] and was con�rmed in someab initio studies [43, 44]. Surprisingly, our decomposition reveals howeverthat the anomalous charges of the O 2s (+0:73) and O 2p (+1:50) bands arenot small at all. They are nevertheless roughly compensated by another Ba5s (+0:11)and Ba 5p (+1:38) anomalous contributions. This result suggeststhat there are dynamic changes of hybridization between Ba and O orbitalsas it was the case between O and Ti, except that the mechanism is hererestricted to occupied states. Our result so supports the hybridization ofBa orbitals, in agreement with various independent results discussed inChapter 3 (experiment [205, 124], LCAO calculations [219, 220], DFT [296]computations). Similar compensating contributions were recently observedin BaO [223], pointing out the existence of O 2p { O 2s interactions.We note that a confusion sometimes appears that should be removed:the amplitude of the anomalous contributions to Z� is not related to theamplitude of the hybridizations but to the rate of change of these hybridiza-tions under atomic displacements. It is clear that, in BaTiO3, the Ba 5pcontribution to the O 2p bands is smaller than the contribution from the Ti3d orbitals [296, 43]. However, the high sensitivity of this relatively weakcovalent character under atomic positions is su�cient to produce large bandby band anomalous contributions to Z�. From that point of view, the Borne�ective charge appears therefore as a sensitive tool to identify the presenceof even small hybridizations.



5.6. THE BAND-BY-BAND DECOMPOSITION 127Finally, concerning the oxygen, even if Ok and O? are de�ned respec-tively for a displacement of O in the Ti and Ba direction, it seems onlyqualitative to associate Z�Ok with Z�Ti and Z�O? with Z�Ba as suggested inRef. [313]. The O 2p anomalous contributions to Ti and Ok do not exactlycompensate. Moreover, O 2p contribution to Z�Ba does not come fromO? only but has equivalent contributions from Ok. This seems to con�rmthe idea of Bennetto and Vanderbilt [15] that in 3D materials, transfers ofcharges are not necessarily restricted to a particular bond, but is a rathercomplex mechanism that must be treated as a whole.To summarize, our study has clari�ed the mixed ionic-covalent characterof BaTiO3: it clearly establishes that the covalent character is not restrictedto the Ti-O bond but also partly concerns the Ba atom. Moreover, itleads to a more general issue: it illustrates indeed that the presence of alarge anomalous charge requires a modi�cation of the interactions betweenoccupied and unoccupied electronic state, while the contributions originatingfrom the change of the interactions between two occupied states compensate,and do not modify the global value of Z�.A similar compensation of di�erent anomalous contributions was ob-served recently in ZnO which has conventional Born e�ective charges [189]and in a series of alkaline-earth oxides [223].5.6.3 SrTiO3The same analysis was performed on SrTiO3. Its band structure (Fig.5.2) is very similar than for BaTiO3, except that the Ti 3p and Sr 4sare energetically very close to each others. Consequently, they stronglymix and it should be relatively meaningless to separate their respectivecontributions. The Sr 4p and O 2s states are also in the same energyregion but can be separated, contrary to what was observed independentlyfor SrO [223].The result of the decomposition is strongly similar (Table 5.5) to thatreported for BaTiO3. There is still a giant contribution to Z�Ti from the O2p bands. On the other hand, while the Ba 5p bands were approximatelycentered between O 2s and O 2p bands in BaTiO3, the Sr 4p electronsare closer to the O 2s bands and mainly hybridize with them in SrTiO3.This phenomenon produces large but compensating contributions from Sr4p and O 2s bands to Z�Sr . Such an evolution is in agreement with thepicture that anomalous contributions originate in the orbital hybridizationchanges.
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Ti 3sFigure 5.2: Kohn-Sham electronic band structure of SrTiO3.5.6.4 Other examplesFrom the two previous results that concern two very similar materials, itshould be suggested that not only the dynamic hybridization of the valencebands with unoccupied d-states but also the particular cubic perovskitestructure of ABO3 compounds plays a major role in determining Z�. Inparticular, the displacement of the center of gravity of a band that wasunderstood by a transfer of charge could also alternatively be visualized bydisplacement of the electronic cloud as a whole due to the local �eld at theatomic site that is known to be large in this structure [272] 19.The role of the hybridization seems however of paramount importance.It was demonstrated by Posternak et al. [221] (see also Ref. [244]). More-over, as a complementary argument, it is interesting to observe that anoma-lous charges are not restricted to perovskite solids but were also detected ina series of alkaline-earth oxides of rocksalt structure (CaO, SrO, BaO) [222,223] or even Al2Ru [209, 234], all examples where the unoccupied d-statesseem to play a major role. Interestingly, two materials belonging to thesame structure can present completely di�erent charges. This was illus-trated for the case of TiO2 rutile and SiO2 stishovite [163, 164]: whilerelatively conventional charges were observed on Si (+4.15) and O (-2.46)along the Si-O bond in stishovite, giant e�ective charges, similar to those ofBaTiO3, were obtained on Ti (+7.33) and O (-4.98) along the Ti-O bond in19This picture is that which more naturally arise from the shell-model approach.



5.6. THE BAND-BY-BAND DECOMPOSITION 129Table 5.5: Band by band decomposition of Z� in the experimental cubicphase of SrTiO3. The contributions have been separated into a referencevalue and an anomalous charge (see text).Band Z�Sr Z�Ti Z�O? Z�Ok TotalZ� +10:00 +12:00 +6:00 +6:00 +40Ti 3s 0 + 0:01 �2� 0:03 0 + 0:00 0 + 0:03 �1:99Sr 4sTi 3p o �2 + 0:02 �6� 0:18 0� 0:03 0 + 0:23 �7:99O 2s 0 + 3:08 0 + 0:02 �2� 1:31 �2� 0:48 �6:00Sr 4p �6 � 3:11 0 + 0:37 0 + 1:42 0� 0:10 �6:00O 2p 0 + 0:56 0 + 3:08 �6� 0:12 �6� 3:41 �18:01Total +2:56 +7:26 �2:15 �5:73 +0:01rutile. Similarly, no anomalous charge was reported for MgO (Z�O = �2:07),presenting the same rocksalt structure than BaO (Z�O = �2:80) [223]. Inthe family of ABO3 compounds, giant e�ective charges are observed on Tiin CaTiO3 (Z�Ti = 7:08, [313]) but not on Si in CaSiO3 (Z�Si = 4:00, [273]).In conclusion, we point out that the presence of partly hybridized d-states seems the only common feature between the materials presenting gi-ant anomalous e�ective charges, listed up to date. This feature should �nda basic justi�cation within the BOM of Harrison: the interaction param-eters involving d-states are indeed much more sensitive to the interatomicdistance than those involving, for example, s and p orbitals [113]. Theywill therefore be associated to larger dynamic transfer of charge and willgenerate higher Z�.Anecdotally, let us �nally mention that very surprising features werepredicted by Resta and Sorella [244] in strongly correlated mixed cova-lent/ionic materials, from the study of one-dimensional two-band Hubbardmodel: they include a divergence of the Born e�ective charge around thetransition from band to Mott insulators. Even if this phenomenon do notconcern ABO3 compounds, it suggests that Born e�ective charges shouldplay an important role in highly correlated systems.



130 CHAPTER 5. THE BORN EFFECTIVE CHARGESTable 5.6: Eigenvalues of the Born e�ective charge tensors of Ba and Tiin the three ferroelectric phases of BaTiO3. The z-axis points along theferroelectric direction. In the cubic phase, we had: Z�Ti = 7:29 and Z�Ba =2:74.phase Z�Ti;xx Z�Ti;yy Z�Ti;zz Z�Ba;xx Z�Ba;yy Z�Ba;zztetragonal 6.94 6.94 5.81 2.72 2.72 2.83orthorhombic 6.80 6.43 5.59 2.72 2.81 2.77rhombohedral 6.54 6.54 5.61 2.79 2.79 2.745.7 Sensitivity to structural featuresIn the literature, calculations of Z� essentially focused on the cubic phaseof ABO3 compounds [242, 70, 313, 71, 72, 221, 231, 309]. On the basisof an early study of KNbO3 [242], it was concluded that the Born e�ec-tive charges are independent of the ionic ferroelectric displacements (i.e.they remain similar in the di�erent phases). Another investigation in thetetragonal phase of KNbO3 and PbTiO3 [313], seemed to con�rm that Z�are quite insensitive to structural details. These results were surprising ifwe remember that anomalous contributions to Z� are closely related to or-bital hybridizations, these in turn, well known to be strongly a�ected bythe phase transitions [43, 44]. We will see in this Section that, contraryto what was �rst expected, Z� in BaTiO3 are strongly dependent of thestructural features.We �rst investigate the sensitivity of the Born e�ective charges to theferroelectric atomic displacements [72]. For that purpose, we compute Z� inthe three ferroelectric phases at the experimental unit cell parameters, withrelaxed atomic positions (see Chapter 3). Tables 5.6 and 5.7 summarize theresults for a cartesian set of axis where the z-axis points in the ferroelectricdirection. The Ba and Ti charge tensors are diagonal in each phase forthis particular choice. In the case of O, we note the presence of a smallasymmetric contribution for the lowest symmetry phases. The eigenvaluesof the symmetric part of the tensor are also reported. In each phase, theeigenvector associated to the highest eigenvalue of O approximately pointsin the Ti-O direction and allows to identify the highest contribution as Ok.The other eigenvalues can be referred to as O?, by analogy with the cubicphase.Although the charges of Ba and O? remain globally unchanged in the4 phases, strong modi�cations are observed for Ti and Ok: for example,changing the Ti position by 0.076�A (2% of the unit cell length) when going



5.7. SENSITIVITY TO STRUCTURAL FEATURES 131Table 5.7: Born e�ective charge tensor of the O atoms in the three ferro-electric phases of BaTiO3. Tensors are reported in cartesian coordinates,with the z-axis along the ferroelectric direction. The eigenvalues of thesymmetric part of Z� are mentioned in brackets; the eigenvector associatedto the highest eigenvalue approximately points in the Ti direction. In thecubic phase, we had: Z�Ok = �5:75 and Z�O? = �2:13.Tetragonal Orthorhombic RhombohedralO1 0@ �1:99 0 00 �1:99 00 0 �4:73 1A 0@ �2:04 0 00 �3:63 1:380 1:57 �3:17 1A 0@ �2:54 �0:99 0:63�0:99 �3:68 1:090:72 1:25 �2:78 1A[ �1:99 �1:99 �4:73 ] [ �1:91 �2:04 �4:89 ] [ �1:97 �1:98 �5:05 ]O2 0@ �2:14 0 00 �5:53 00 0 �1:95 1A 0@ �2:04 0 00 �3:63 1:380 1:57 �3:17 1A 0@ �2:54 0:99 0:630:99 �3:68 �1:090:72 �1:25 �2:78 1A[ �1:95 �2:14 �5:53 ] [ �1:91 �2:04 �4:89 ] [ �1:97 �1:98 �5:05 ]O3 0@ �5:53 0 00 �2:14 00 0 �1:95 1A 0@ �5:44 0 00 �1:97 00 0 �2:01 1A 0@ �4:25 0 �1:260 �1:97 0�1:44 0 �2:78 1A[ �1:95 �2:14 �5:53 ] [ �1:97 �2:01 �5:44 ] [ �1:97 �1:98 �5:05 ]
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TiFigure 5.3: Born e�ective charge of Ti (opened symbols) and O (�lledsymbols) in the direction of the shortest Ti-O bond length dmin with respectto this interatomic distance for the cubic (square), tetragonal (lozenge),orthorhombic (circle) and rhombohedral (triangle) phases.from the cubic to the rhombohedral phase, reduces the anomalous part ofZ�Ti by more than 50% along the ferroelectric axis (Table 5.6). Equivalentevolutions are observed in the other ferroelectric phases. Similar dramaticchanges were detected recently in KNbO3 [292].In the isotropic cubic structure, Harrison had explained the large valueof Z� in terms of the Ti-O bond length. For the anisotropic ferroelectricphases, it should be intuitively expected that the shortest Ti-O distancedmin in the structure will dominate the bonding properties. It is thereforetempting to transpose the Harrison model to understand the evolution ofZ� in terms of the distance dmin. The amplitude of Z�Ti and Z�O in thedirection of the shortest Ti-O bond length of each phase is plotted in Fig. 5.3with respect to dmin. For the di�erent phases, at the experimental latticeparameters, we observe that the anomalous parts evolve quasi linearly withdmin.Independently from the previous calculations, we also investigated theevolution of Z� under isotropic pressure (Table 5.8). In contrast with thechanges observed with respect to the atomic displacements, the charge ap-pears essentially insensitive to isotropic compression. In particular, in thecompressed cubic cell at 3.67 �A where the Ti-O distance is the same thatthe shortest Ti-O bond length in the tetragonal structure 20, Z�Ti remains20In the tetragonal phase, shortened and elongated Ti{O bonds alternate along theferroelectric axis. The shortened bond corresponds to an interatomic distance of 3.67�Ain our optimized tetragonal structure.



5.7. SENSITIVITY TO STRUCTURAL FEATURES 133Table 5.8: Evolution of the Born e�ective charges of BaTiO3 under isotropicpressure in the cubic phase.ao=3.67 �A ao=3.94 �A ao=4.00 �A ao=4.40 �AZ�Ba +2:95 +2:77 +2:74 +2:60Z�Ti +7:23 +7:25 +7:29 +7:78Z�O? �2:28 �2:15 �2:13 �2:03Z�Ok �5:61 �5:71 �5:75 �6:31very close to its value at the optimized volume. This new element clearlyinvalidates the expected dependence from Z� to dmin and invites us to gofurther in our investigations.The fundamental di�erence between the cubic and tetragonal structureslies in the fact that in the cubic phase every Ti-O distance is equal to theothers, while in the tetragonal phase, along the ferroelectric axis, a shortTi-O bond length (dmin) is followed by a larger one (dmax) which breaksthe Ti-O chain in this direction. In order to verify that it is not thislarge Ti-O distance which, alternatively to dmin, is su�cient to inhibitthe giant current associated to the anomalous charges, we also performeda calculation in an expanded cubic phase where ao = 2:dmax: we observehowever that the Ti charge is even larger than in the optimized cubic phase.We conclude from the previous investigations that the amplitude of Z�in BaTiO3 is not dependent on a particular interatomic distance (dmin,dmax) but is critically a�ected by the anisotropy of the Ti environmentalong the Ti{O chains 21.A band by band decomposition of Z�Ti (Table 5.9) points out that thedi�erence between the cubic and tetragonal phases is essentially localizedat the level of the O 2p bands (+1.48 instead of +2.86) while the othercontributions remain very similar. This suggests an intuitive explanation.In the cubic phase the O 2p electrons are widely delocalized and dynamictransfer of charge can propagate along the Ti-O chain as suggested byHarrison. In the tetragonal phase, the Ti-O chain behaves as a sequenceof Ti-O dimere for which the electrons are less polarizable. This smallerpolarizability will be con�rmed in the next Chapter where we will reporta similar reduction of the optical dielectric constant along the ferroelectricdirection.21In agreement with this picture, Wang et al. [292] reported recently an insensitivityof Z� to a tetragonal macroscopic strain in KNbO3 .



134 CHAPTER 5. THE BORN EFFECTIVE CHARGESTable 5.9: Band by band decomposition of Z�Ti in di�erent structure ofBaTiO3. The contributions have been separated into a reference value andan anomalous charge (see text).cubic cubic tetragonal cubicBand ao=3.67 �A ao=3.94 �A (exp) ao=4.40 �AZ� +12:00 +12:00 +12:00 +12:00Ti 3s �2� 0:07 �2� 0:03 �2� 0:05 �2 + 0:01Ti 3p �6� 0:43 �6� 0:22 �6� 0:26 �6� 0:07Ba 5s 0 + 0:09 0 + 0:05 0 + 0:05 0 + 0:02O 2s 0 + 0:27 0 + 0:23 0 + 0:25 0 + 0:19Ba 5p 0 + 0:64 0 + 0:36 0 + 0:34 0 + 0:13O 2p 0 + 2:73 0 + 2:86 0 + 1:48 0 + 3:50Total +7:23 +7:25 +5:81 +7:78Finally, let us mention that if the evolution of Z� is relatively weakunder isotropic pressure, it would be wrong to consider that the dynamicproperties of BaTiO3 are insensitive to the volume: small changes are ob-served that are of the same order of magnitude than for other compoundslike SiC [291, 293]. The direction of the evolution is however di�erent.Moreover, the evolution of the di�erent charges is even not identical: whilethe absolute value of Z�Ba and Z�O? decreases with increasing volume, theinverse behaviour is observed for Z�Ti and Z�Ok.Here also, the band by band decomposition (Table 5.10) reveals somehidden features. In the compressed cubic phase, the anomalous part ofthe Ba 5p , Ba 5s and Ti 3p bands are 50% larger than in the optimizedcubic cell. This suggests an evolution of the interactions between occupiedorbitals that is coherent with the evolution of the interatomic short-rangeforces observed independently [73]. At the opposite, in our expanded cubicphase, most of the anomalous contributions to Z�Ba and Z�Ti have disap-peared in agreement with the picture of a more ionic material. The O 2pcontribution, is the only one that remains surprisingly large. Comparingto the value obtained for the cubic phase at the experimental volume, itsevolution was even more important than the linear dependence upon thebond length, expected from the Harrison model.



5.8. SPONTANEOUS POLARIZATION 135Table 5.10: Band by band decomposition of Z�Ba in the optimized cubicphase of BaTiO3 and in an expanded cubic structure. The contributionshave been separated into a reference value and an anomalous charge (seetext). cubic cubicBand ao=3.94 �A ao=4.40 �AZ� +10:00 +10:00Ti 3s 0 +0:01 0 �0:01Ti 3p 0 +0:01 0 +0:01Ba 5s �2 �0:11 �2 +0:00O 2s 0 +0:73 0 +0:37Ba 5p �6 �1:38 �6 �0:44O 2p 0 +1:50 0 +0:66Total +2:77 +2:595.8 Spontaneous polarizationThe spontaneous polarization (Ps) of the ferroelectric phases can be deter-mined by integrating the change of polarization along the path of atomicdisplacement from the paraelectric cubic phase (taken as reference) to theconsidered ferroelectric structure. If the e�ective charges were roughly con-stant, this integration should be approximated by:Ps;� = 1
o X�;� Z��;�� d��;� (5.38)However, we have seen, in the previous Section, that the Born e�ectivecharges are strongly a�ected by the atomic displacements. It is thereforeimportant to investigate their evolution all along the path of atomic dis-placements from one structure to the other.We performed the calculation for a transformation from the cubic tothe rhombohedral structure. The rhombohedral macroscopic strain is verysmall and was neglected: our calculation was performed by displacing theatoms to their theoretically optimized position in rhombohedral symmetry,when keeping the cubic lattice parameters 22. The result is reported inFig. 5.4 for Z�Ti along the ferroelectric direction. A similar curve should22The Born e�ective charges obtained for the rhombohedral structure when neglecting



136 CHAPTER 5. THE BORN EFFECTIVE CHARGES
4

4.5

5

5.5

6

6.5

7

7.5

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

Z
* T

i (
|e

- |)

λ 

Curve fit:
Z*

Ti
 = 8.27 - (0.95 + 5.96 λ2 )0.5Figure 5.4: Evolution of the amplitude of Z�Ti in the < 111 > directionall along the path of atomic displacements from the cubic (� = 0) to therhombohedral (� = 1) phase. The distortion of the cubic cell has beenneglected.be obtained for Z�Ok. We observe that the evolution of Z� is approximatelyquadratic close to the cubic phase. However, it becomes rapidly linear, andremains linear for displacements even larger than those associated to theferroelectric distortion.Expecting a similar evolution of the dynamic charges for the tetragonaland orthorhombic displacements, an estimation of the spontaneous polar-ization in the ferroelectric phases can be found when using Eq. (5.38) witha mean e�ective charge determined from its value in both phases. ChosingZ�mean = 0:68�Z�cubic+0:32�Z�ferro, we obtain the spontaneous polariza-tions presented in Table [5.11].Our results are only in relative agreement with the experiment [301, 116]and suggest di�erent comments. Firstly, we would like to mention that partof the discrepancy must be assigned to the overestimation of the computedferroelectric displacements, that was discussed in Chapter 3: when usingthe experimental displacements of Ref. [117], we recover a better estimationof Ps as in Ref. [313]. The dispersion of X-rays di�raction data makesthe strain (i. e. when keeping a cubic unit cell) are the following: Z�Ba;11 = +2:79,Z�Ba;33 = +2:79, Z�Ti;11 = +6:54, Z�Ti;33 = +5:61, Z�O;? = �1:97, Z�O;k = �5:05. Thesevalues must be compared to those reported in Tables 5.6{5.7, where the rhombohedralstrain was taken into accounts. It can be checked that e�ect of this strain is negligible.



BORN EFFECTIVE CHARGE AND LATTICE DYNAMICS 137Table 5.11: Spontaneous polarization in the three ferroelectric phases ofBaTiO3 in �C/cm2. The results were deduced from Eq. (5.38) when usingthe Z� of the cubic phase (Cubic) or a mean charge (Mean) estimated fromthe values an the para- and ferro-electric phases (see text). Estimationsare reported from the experimental and theoretical atomic ferroelectric dis-placements. Exp. [301] Ref. [313] Present Present PresentZ� Cubic Cubic Mean Meanpositions Exp Opt Opt ExpTetragonal 26:3 30 36:35 34:02 28.64Orthorhombic 30:7 26 42:78 39:68 36.11Rhombohedral 33:5 44 43:30 40:17 -however di�cult the exact identi�cation of the ferroelectric displacements.Secondly, another part of the error could be due to the lack of polarizationdependence of the LDA as discussed in Chapter 8 [94]. Finally, we notethat there is also some uncertainty on the experimental value of Ps.5.9 Role of the Born e�ective charge in thelattice dynamicsIn this Chapter, we focused on the microscopic mechanisms that govern theamplitude of the Born e�ective charges and this analysis brought to lightsome interesting physics concerning ABO3 compounds. Z� however alsomonitors the amplitude of the long range Coulomb part of the interatomicforces and its knowledge is a prerequisite to any lattice dynamics study.In Chapter 8, we will emphasize that the anomalously large Born e�ec-tive charges produce a giant LO-TO splitting in ABO3 compounds, spe-cially for the ferroelectric phonon mode [313, 73]. We will demonstratethat this feature is associated to the existence of an anomalously largedestabilizing dipole-dipole interaction, su�cient to compensate the stabi-lizing short-range force and induce the ferroelectric instability. Anticipatingwhat will be discussed later, we note that, in this context, the Born e�ectivecharge will appear as the key concept to relate the electronic and structuralproperties.



138 CHAPTER 5. THE BORN EFFECTIVE CHARGES5.10 ConclusionsIn this Chapter, we have illustrated that the Born e�ective charge is adynamic concept: it di�ers from the conventional static charges by a con-tribution originating in dynamic transfer of charge. We have reported howthe Born e�ective charges can be obtained within an ab initio framework.We have highlighted their signi�cance in terms of Wannier functions.Summarizing various recent results, we have shown that the Born ef-fective charges are anomalously large in the family of ABO3 compounds:their amplitude can reach more than twice the nominal ionic charge. Thissurprising feature was explained in terms of transfers of charge, producedby dynamic changes of hybridization. For BaTiO3 and SrTiO3, we havebrought to light complex dynamic changes of hybridization, concerning notonly Ti and O but also Ba and Sr orbitals. The hybridizations restricted tooccupied states generate however compensating anomalous contributions sothat the total value of Z� is �nally essentially a�ected by dynamic changesof hybridization between O 2p and Ti 3d orbitals.As a more general issue, we suggest that the existence of partial hy-bridizations between occupied and unoccupied states is an important fea-ture for candidate to large anomalous Born e�ective charges. Moreover,the dynamic transfers of charge are expected to be larger when such hy-bridization involve d states, for which the interactions parameters withother orbitals are particularly sensitive to the interatomic distance.Investigating the evolution of Z� to the structural features, we haveshown that they are strongly a�ected by the ferroelectric atomic displace-ments and much less sensitive to isotropic pressure. The results have clari-�ed that the amplitude of Z� is not monitored by a particular interatomicdistance but is a�ected by the anisotropy of the Ti environment along theTi-O chains.Finally, the e�ective charges were used to estimate the spontaneouspolarization in the ferroelectric phases of BaTiO3. For that purpose, theirevolution was investigated all along the path of atomic displacement fromthe cubic to the rhombohedral structure.In Chapter 7, we will show that the anomalous e�ective charge are atthe origin of a giant dipole-dipole interaction able to induce the ferroelectricinstability.5.11 ReferencesThe results presented in this Chapter have been partly discussed in thefollowing papers:
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Chapter 6The optical dielectrictensor6.1 IntroductionThe dielectric tensor is a macroscopic concept, introduced in electrostaticsto relate, in the linear regime, the electric �eld to the displacement �eld.From the de�nition of the displacement �eld, it is directly related to the di-electric susceptibility and globally describes the screening of a macroscopicelectric �eld in a polarizable medium. It appears therefore as a fundamentalquantity that characterizes this medium.In solids, both the electrons and the ions may polarize under the actionof a macroscopic electric �eld. In the present Chapter, we will be onlyconcerned in the contribution to the dielectric tensor due to the electronicpolarization. We will see later that the identi�cation of this electronic partis mandatory to describe correctly the long range Coulomb part of theinteratomic force constants in polar materials.Experimentally, the electronic contribution to the dielectric tensor canbe isolated and measured for frequencies of the applied �eld su�cientlyhigh to get rid of the ionic contributions, but not high enough for causingdirect electronic excitations. It is usually referred to as the high frequencyor optical dielectric response and it is noted �1��. In our theoretical ap-proach where the ions can be arti�cially clamped, the same quantity canbe deduced when computing the electronic response to a static �eld. In anext Chapter, we will take care of the supplementary contributions from theionic displacements and we will indicate how to deduce the static dielectricresponse �o��. 141



142 CHAPTER 6. THE OPTICAL DIELECTRIC TENSORThe optical dielectric tensor can be formulated in terms of a secondderivative of the electronic energy. We will �rst report how it can becomputed within the variational approach to the density functional per-turbation theory. This formalism, implemented within the local densityapproximation, will then be applied to BaTiO3.As a ground-state property, the dielectric response should be a prioricorrectly reproduced within the density functional formalism [51]. However,for BaTiO3, we will observe that the computed value largely overestimatesthe experiment. Similar discrepancies (more than 10%) are usual in a largevariety of materials and exceed the error reported for other properties, com-puted within the same local density approximation. We recently addressedthe origin of this problem [94]: it will be discussed in Chapter 8.Anticipating on this further discussion, we would like to stress that theformalism presented in this Chapter is coherent within the local densityapproximation that still remains a standard for DFT calculations. We notealso that the more sophisticated generalized gradient approximations haveno speci�c reason to improve directly the result.6.2 The linear response formalismWithin the electrostatics, the macroscopic displacement �eld D, the macro-scopic electric �eld E and the macroscopic polarizationP are related throughthe following expression: D� = E� + 4�P� (6.1)while the dielectric tensor is introduced as��� = @D�@E� ����E=0 (6.2)In Chapter 4, we have seen that the electronic contribution to the macro-scopic dielectric tensor can be formulated in terms of a second partial deriva-tive of the electric enthalpy with respect to the macroscopic electric �eldE . In this context, following the notations introduced in Section4.2, we canwrite: �1�� = ��� � 4�
 @ ~Ee+i@E�@E�= ��� � 4�
 2: ~EE��E�el (6.3)Within the formalism of Chapter 4, ~EE��E�el can be formulated in terms of astationary expression, involving the �rst-order wavefunctions with respect



6.3. THE \SCISSORS" CORRECTION 143to the electric �eld (juE�mk > and juE�mk >) and to their wave-vector (juk�mk >and juk�mk >):~EE��E�el fu(0);uE�; uE�g = 
0(2�)3 ZBZ occXm s�huE�mkjH(0)k;k � �(0)mkjuE�mki+huE�mkjiuk�mki+ hiuk�mkjuE�mki�dk+12 Z
0 KLDAxc (r; r) [nE�(r)]�nE� (r) dr+2�
0 XG6=0 [nE�(G)]�nE� (G)jGj2 : (6.4)Making use of the interchange theorem, one can also deduce a much simplernon-stationary formula:~EE��E�el fu(0);uE�g = 
0(2�)3 ZBZ occXm shuE�mkjiuk�mkidk (6.5)In this last expression, ~EE��E�el appears more explicitly related to the changeof macroscopic polarization in direction � induced by a macroscopic elec-tric �eld E�. Here, the knowledge of uE� , the �rst-order derivative of thewavefunctions with respect to an electric �eld along direction �, allowsus to compute the elements of the dielectric permittivity tensor ���, for� = 1, 2 or 3, provided that the derivative of the unperturbed wavefunctionwith respect to their wavevector along � is also known. This expressionis particularly useful to determine the full dielectric tensor with minimalcomputational e�ort.6.3 The \scissors" correctionBecause the agreement between the LDA dielectric permittivity tensor andthe experiment was not satisfactory, Levine and Allan have introduced ascissors operator correction to the LDA [166, 167]. This correction has beenshown to lead to an improved agreement between theory and experimentfor many semiconductors. Some cases of negative results have however alsobeen reported, specially for wide bandgap semiconductors. The reasons ofthe partial failure of LDA, and the role that plays the scissors correctionin this context, will be discussed in Chapter 8.Independently from the justi�cation of the correction, the modi�cationsof the equations needed to incorporate a scissors operator, are rather simple



144 CHAPTER 6. THE OPTICAL DIELECTRIC TENSORand can be addressed here. It is well known that the DFT bandgap maynot be assimilated to the quasi-particle bandgap, experimentally measured.The correction that was proposed basically consists in adjusting the DFTbandgap to the experimental value. Supposing that the gap between thevalence and conduction states must be arti�cially increased from ELDAg toELDAg +�SCI , then Eq. (6.4) is slightly modi�ed and becomes~EE��E�SCI fu(0);uSCI;E� ; uSCI;E�g =
0(2�)3 ZBZ occXm s�huSCI;E�mk jH(0)k;k � �(0)mk +�SCIjuSCI;E�mk i+huSCI;E�mk jiuk�mki + hiuk�mkjuSCI;E�mk i�dk+12 Z
0 KLDAxc (r; r) [nE�SCI(r)]�nE�SCI(r) dr+2�
0 XG6=0 [nE�SCI(G)]�nE�SCI(G)jGj2 : (6.6)The equation of Chapter 4 to be minimized in order to obtain uSCI;E�mk mustbe replaced by Eq. (6.6) where � = �. The associated Euler-Lagrangeequation is 1:Pc;k (H(0)k;k � �(0)m;k +�SCI)Pc;k juSCI;E�m;k i= �Pc;k �i @@k� + v0SCI;E�H + vSCI;E�xc � ju(0)m;ki: (6.7)Because of the positive-de�niteness of the term governed by �SCI inthe quadratic form underlying ~EE��E�el , it is straightforward that if �SCI ispositive, the dielectric permittivity constant along any direction is alwayssmaller with the additional scissors correction than in the local densityapproximation.6.4 The case of BaTiO3The previous formalism is now applied to BaTiO3. Theoretical results arereported for its four phases and compared to the experimental data. In ourcalculations, plane-waves were expanded up to a 35Ha cuto� and integrals1The notations have been de�ned in Chapter 4. As usual, the \prime" indicates thatthe G=0 contribution has been omitted.



THE CASE OF BaTiO3 145Table 6.1: Optical dielectric constant in the cubic phase of BaTiO3 obtainedwithin the local density approximation (LDA) or with an additional scissorscorrection (LDA+�SCI).Method ao= 3.67 �A ao=3.94 �A ao= 4.00 �A ao= 4.40 �ALDA 6.60 6.66 6.73 7.75LDA+�SCI 5.71 5.60 5.61 �Exp. [22] � � 5.40 �over the Brillouin zone were replaced by sums on a 6�6�6 mesh of specialk-points (see Appendix A). These parameters guarantee a convergencebetter than 2%.In the cubic structure, the dielectric tensor reduces to a scalar. Ourresults are reported in Table6.1. Within the LDA, the values obtained atthe experimental (ao=4.00 �A) and theoretical (ao=3.94 �A) lattice constantare respectively equal to 6.73 and 6.66 2. In comparison, the dielectricconstant can be estimated from the experiment, by extrapolating to zerofrequency, using a one oscillator Sellmeyer equation [59], refractive indexmeasurements at di�erent wavelengths. The data of Burns and Dacol [22]yield a value of 5.38.Our computations at both volume greatly overestimate the macroscopicexperimental constant. This could be partly due to the fact that our calcu-lations pre�gure a solid at 0 K while the experiment was done at 150� C.Nevertheless, as it was mentioned in the Introduction, it is likely to beassigned to the LDA. It can be corrected in �rst approximation by us-ing the previously described scissor correction proposed by Levine and Al-lan [166]. When including in the calculation a k-independent scissors shift�SCI = 1:36 eV, that adjusts the LDA bandgap at the � point (1.84 eV)to its experimental value of 3.2 eV [295], we �nd �SCI1 = 5:60 at the ex-perimental volume. The discrepancy has then been reduced to less than5 %.In our compressed cubic phase, with ao=3.67 �A, we obtain a value of6.60 (�SCI1 = 5:71) 3. Surprinsigly, this result remains very close to that2The Hartree and exchange-correlations terms of Eq. (6.4) are sometimes referred toas the \local �elds e�ects". These terms lower the value of the dielectric constant byabout 4%.3We note the di�erent correction induced by the same scissor shift at di�erent vol-



146 CHAPTER 6. THE OPTICAL DIELECTRIC TENSORTable 6.2: Eigenvalues of the Born e�ective charge tensors in the threeferroelectric phases of BaTiO3, obtained within the local density approxi-mation (LDA) or with an additional scissors correction (LDA+�SCI). Foreach phase, the eigenvector of �1zz points along the ferroelectric direction.Phase Method �1xx �1yy �1zzTetragonal LDA 6.47 6.47 5.74LDA+�SCI 5.44 5.44 4.97Exp. [264] 5.19 5.19 5.05Orthorhombic LDA 6.35 6.07 5.64LDA+�SCI 5.36 5.20 4.89Rhombohedral LDA 6.16 6.16 5.69LDA+�SCI 5.26 5.26 4.91obtained at the experimental volume. It reveals a relative insensitivity toisotropic compression already observed for the Born e�ective charges. Atthe large lattice constant of 4.40 �A, the dielectric constant has increasedcoherently with a reduction of the indirect gap between � and R from 1.74eV to 1.16 eV.In the three axial ferroelectric phases, the dielectric tensor does notreduce to a scalar any more and independent elements must be consid-ered. The tensor diagonalizes when the z-axis is taken along the ferro-electric direction. The eigenvalues of the dielectric tensor are reported inTable 6.2. The values with scissor correction were deduced with the sameshift, �SCI = 1:36eV, than for the cubic phase 4.We observe that the permittivity is globally smaller than in the cubicphase. This is specially true along the ferroelectric direction were the valueare respectively equal to 5.74 (�SCI1 =4.97), 5.64 (�SCI1 =4.89) and 5.69(�SCI1 =4.91) for the tetragonal, orthorhombic and rhombohedral phasesrespectively. This evolution contrasts with the insensitivity under isotropicpressure observed in the cubic phase: here also, it is a behaviour similar tothat reported for the Born e�ective charges in the previous Chapter.Experimentally, a reduction of the refractive index n (�1 = n2) wasumes. This was already observed by Levine and Allan [167]. In our compressed phase,the gap is direct at � and equal to 1.87 eV.4This hypothesis is questionable. In the tetragonal phase it corrects the indirect gapbetween � and A from 2.27 to 3.63 eV, a value that seems slightly larger than thatobserved experimentally for this phase [295].



6.5. CONCLUSIONS 147observed coherently with our results when going from the cubic to theferroelectric tetragonal phase [162]. The experimental data [162, 264, 294,135] also agree with a more important reduction of the dielectric tensor inthe direction of the ferroelectric axis.A simple explanation can be suggested to explain the evolutions of �1.A band by band analysis reveals that the dielectric response of BaTiO3originates essentially in the polarizability of the electrons of the O 2p bands.These bands are mainly composed of O 2p orbitals partly hybridized withTi 3d orbitals (see Chapter 3). In the cubic phase, all the Ti-O distances areequivalent and the O 2p electrons are widely delocalized. In the ferroelectricphases, the Ti atom is displaced with respect to its centrosymmetry positionand it was shown that the O 2p - Ti 3d orbitals hybridization is modi�ed.The asymmetry slightly breaks some bonds, the O 2p electrons are morelocalized. This should explain that their polarizability is smaller.6.5 ConclusionsIn this Chapter, we have reformulated the dielectric tensor introduced inelectrostatics in terms of quantities accessible within a �rst-principles ap-proach. We have described how the electronic contribution to this tensorcan be computed within the variational approach to the density functionalperturbation theory. We also briey discussed the implementation of ascissors correction.The optical dielectric tensor has been computed for the four phases ofBaTiO3. Its knowledge will be useful to treat correctly the long-range partof the interatomic force constants in the next Chapter. We observe thatthe dielectric tensor has some common features with the Born e�ectivecharges: it is relatively insensitive to isotropic compression but becomeshighly anisotropic in the ferroelectric phases. In particular, the polarizabil-ity of the electrons is always smaller along the ferroelectric direction.6.6 ReferencesThe results presented in this Chapter have been partly discussed in thefollowing papers:� Ghosez Ph., X. Gonze and J.-P. Michenaud, A microscopic study ofbarium titanate, Ferroelectrics 164, 113 (1995).� Ghosez Ph., X. Gonze and J.-P. Michenaud, Coulomb interaction andferroelectric instability of BaTiO3, Europhys. Lett. 33, 713 (1996).



148 CHAPTER 6. THE OPTICAL DIELECTRIC TENSOR� Ghosez Ph., X. Gonze and J.-P. Michenaud, Lattice dynamics and fer-roelectric instability of barium titanate, Ferroelectrics 194, 39 (1997).



Chapter 7Phonons7.1 IntroductionBaTiO3 is well known to exhibit a ferroelectric instability and since longthere have been considerable e�orts to understand the microscopic originof its successive phase transitions [171]. Among all these works, the mostgratifying explanation is probably due to Cochran [39] who realized that theproblem could be interestingly recast in the framework of lattice dynamics 1.Within a shell-model approach, he associated the ferroelectric transitionwith the softening of a transverse optic phonon, originating in the nearcancellation of Coulomb and short range interactions. The destabilizingrole of dipolar forces had been previously pointed out by Slater [272], but itappeared more coherently within the shell-model. In spite of the qualitativecharacter of Cochran's investigations, the delicate balance between short-range repulsions and long-range destabilizing electrostatic forces is still nowusually referred to as the origin of the ferroelectricity [41, 43, 315].Cochran, when introducing the concept of \soft mode", was the �rstwho associated the ferroelectric instability to the lattice dynamics. Con-sequently to his work, the lattice dynamics of ABO3 compounds has beensubject to various investigations. A large number of experiments have beenperformed in order to con�rm the existence of a soft ferroelectric mode inBaTiO3. They include infra-red [178, 253, 254, 201] and Raman [215, 250,133, 80, 154, 60, 204, 66] measurements of the � phonon modes as well asvarious neutron di�raction data [261, 306, 262, 109, 20, 134]. These exper-iments focused on the temperature behaviour of the soft phonon and weremainly concerned by the low frequency modes.1A similar approach was taken independently by Anderson [3].149



150 CHAPTER 7. PHONONSSimultaneously, theoretical phonon dispersion curves of BaTiO3 werededuced from a �t of the experimental data using di�erent shell models.Let us mention the pseudo-ionic model developed by Gnininvi and Bouil-lot [79] or the rigid-shell model used by Jannot et al. [134]. These modelswere however not particularly suited to describe the ABO3 crystals. Duringthe seventies, Migoni, Bilz and B�auerle [196] pointed out that the behaviourof the ferroelectric soft mode in the oxidic perovskites originates from anunusual anisotropic polarizability of the oxygen that, in turn, may be con-nected to hybridization between O 2p and B d states. A more sophisticated\polarizability model" [18, 25] was then introduced in order to include thespeci�c physical features of ABO3 compounds. The application of thismodel to BaTiO3 was reported by Khatib et al. [139]. In their work, theyobtained a full phonon band structure and investigated the temperaturebehaviour of the ferroelectric soft mode. However, their interesting resultsstill remained at a semi-empirical level.Since a few years, theoretical advances have enabled one to determinethe phonon frequencies of solids from �rst principles. The phonon frequen-cies at the � point have been computed for various ABO3 compounds usingfrozen phonon or linear response techniques. Recently, ab initio phonondispersion curves have been reported and analyzed for KNbO3 [310] andSrTiO3 [160]. We performed a similar study on BaTiO3 [76] 2.In this Chapter, we will �rst describe how the phonon frequencies can beobtained within a �rst-principles approach. We shall then summarize vari-ous results concerning BaTiO3. We will report on the phonon frequenciesat the � point in the cubic and rhombohedral structure. The phonon dis-persion curves will then be deduced in the cubic phase. Interestingly, theseresults will appear very useful to address some open questions concerningthe ferroelectric instability.First, the di�erent quantities involved in the Cochran model are di-rectly accessible from our �rst-principles calculations. This will enable usto investigate the concomitant role played by Coulomb and short-range in-teractions in a more general context, going beyond Cochran's results [73].In this framework, we will be able to clarify the connection between theelectronic and dynamical properties.Second, the analysis of the phonon dispersion curves will suggest thatthe appearance of the ferroelectric instability requires a chain-structure cor-relation of the atomic displacements. This feature will be investigated withthe help of the interatomic force constants. Our results will be contrastedwith some experimental evidences. They will be discussed in connection2Partial results are also available concerning the dispersion curves of PbTiO3 [235]and PbZrO3 [290].



7.2. THE DYNAMICAL EQUATION 151with the existing \8-sites" model [46, 47] and the model of H�uller [125].7.2 The dynamical equationIn Chapter 1, the movement of the ions was separated from that of theelectrons. Up to now, we were essentially interested in the quantum me-chanical description of the electrons and we have made the hypothesis thatthe ions sit without moving at sites R of a Bravais lattice. In this chap-ter, we will relax this arti�cial assumption and describe the dynamics ofthe ions. We shall assume that the mean equilibrium position of each ionremains a Bravais lattice site, but that its instantaneous position may os-cillate around this site. Their movement will be treated thanks to classicalequations of motions. We shall consider ionic displacements that are smallcompared with the interionic spacing, so that it remains possible to work inthe harmonic approximation. Moreover, we shall remain in the adiabaticapproximation, in which it is considered that the electrons are in theirground-state for any instantaneous ionic con�guration.In the harmonic approximation, the total energy of a periodic crystalwith small lattice distortions from the equilibrium positions can be ex-pressed asEharme+i (f��g) = E(0)e+i +Xa��Xb�0� 12  @2Ee+i@�a��@� b�0�!��a���� b�0� (7.1)where ��a�� is the displacement along direction � of the atom � in the cell a(with vector Ra), from its equilibrium position ��. The classical equationsof motion for the ions are then:M�� @2��a��@t2 = �@Eharme+i@�a�� (7.2)for which we seek a general solution of the form:��a��(t) = �am(��)e�i!mt (7.3)Due to the lattice periodicity, the matrix of the second derivative of theenergy appearing in Eq. (7.1) is invariant against a rigid body translationof the crystal by a lattice translation vector. Coherently with this property,we can propose a more explicit solution of the form:��a��(t) = �mq(��) eiq:Ra e�i!mt (7.4)for which the vibrations of the ions have been classi�ed according to awave vector. This approach is strictly equivalent to that taken for the



152 CHAPTER 7. PHONONSelectrons through the Bloch theorem. For an in�nite solid, it will allow toreplace the problem of solving a in�nite set of coupled equations (Eq. 7.2)by another problem of 3�Nat equations (where Nat is the number of atomsper basic unit cell) to be solved for an \in�nite" number of wave vectors q.In practice, calculations will be restricted to a �nite set of q-vectors.A few de�nitions are now introduced. The matrix of the interatomicforce constants (IFCs) in real space is de�ned asC��;�0�(a; b) =  @2Ee+i@�a��@� b�0�! ; (7.5)while its Fourier transform takes the following form:~C��;�0�(q) = 1N Xab C��;�0�(a; b)e�iq�(Ra�Rb)= Xb C��;�0�(0; b)eiq�Rb ; (7.6)where N is the number of cells of the crystal in the Born-von Karman ap-proach. This last quantity is connected to the dynamical matrix ~D��;�0�(q)by ~D��;�0�(q) = ~C��;�0�(q)=(M�M�0 )1=2 : (7.7)From these de�nitions, the movement of the ions can be described interms of the following dynamical equation:X�0� ~C��;�0�(q)�mq(�0�) =M�!2mq�mq(��) : (7.8)Equivalently, the normal modes of vibrations are solution of the followingeigenvalue problem:X�0� ~D��;�0�(q)mq(�0�) = !2mqmq(��) : (7.9)The square root of the eigenvalues of the previous equations !mq are thephonon frequencies at wave vector q, while mq are their associated phononeigenvectors. The �mq are usually referred to as the phonon eigendisplace-ments. They are normalized such that < �jM j� >= 1, where M =M����0is the mass matrix. Phonon eigenvectors and eigendisplacements are there-fore related by:  = pM:�.



7.3. THE LINEAR RESPONSE APPROACH 1537.3 The linear response approachThe basic ingredient required to compute the phonons is the interatomicforce constant matrix ~C. From Eq. (7.5) it appears as a second-orderderivative of the total energy with respect to collective atomic displacementsof the type described in Chapter 4:~C��;�0�(q) = 2E������0�e+i;�q;q : (7.10)Ee+i is made of a contribution from the electron system and a contributionfrom the electrostatic energy between ions. Similarly, the ~C matrix can besplit into two parts:~C��;�0�(q) = ~Cel;��;�0�(q) + ~CEw;��;�0�(q) (7.11)Each of these contributions will be computed separately.7.3.1 The electronic contributionThe electronic contribution has a conventional form within density func-tional perturbation theory. Following the formalism introduced in Chapter4, E������0�el;�q;q can be formulated in terms of a stationary expression, involvingthe �rst-derivative of the wavefunctions with respect to an atomic displace-ment ( ju���mk;q > and ju��0�mk;q >):E������0�el fu(0);u���q ; u��0�q g =
0(2�)3 ZBZ occXm s�hu���mk;qjH(0)k+q;k+q � �(0)mkju��0�mk;qi+hu���mk;qjv��0�ext;k+q;kju(0)mki+ hu(0)mkjv���ext;k;k+qju��0�mk;qi+hu(0)mkjv������0�ext;k;k ju(0)mki�dk+12 Z
0�[�n���q (r)]�[�v��0�xc0;q(r)] + [�n��0�q (r)][�v���xc0;q(r)]��dr+12 Z
0 KLDAxc (r; r) [�n���q (r)]� �n��0�q (r) dr+2�
0XG [�n���q (G)]� �n��0�q (G)jq+Gj2+12 d2Excd���;�qd���;q ����n(0) (7.12)



154 CHAPTER 7. PHONONSUsing the interchange theorem, we obtain the following non-stationaryexpression:E������0�el;�q;q fu(0);u���q g = 
0(2�)3 ZBZ occXm s�hu���mk;qjv��0�ext;k+q;kju(0)mki+hu(0)mkjv�����0�ext;k;k ju(0)mki�dk+12 Z
0 [�n���q (r)]��v��0�xc0;q(r)dr+12 d2Excd���;�qd���;q ����n(0) (7.13)From this last equation, a whole column of the dynamicalmatrix ~C��;�0�(q)can be obtained from the knowledge of the �rst-order wavefunctions withrespect to only one perturbation.7.3.2 The ion-ion contributionThe ion-ion contribution to the unperturbed total energy per unit cell wasobtained in Chapter 2 following the Ewald summationmethod. In a similarspirit, the contribution of the second derivative of the ion-ion energy to thematrix ~CEw(q) can be computed following Ref. [183]:~CEw;��;�0�(q) = �CEw;��;�0�(q)� ���0 X�00 �CEw;��;�0�(q = 0): (7.14)The �rst term, �CEw;��;�0�(q), can be formulated through the followingexpression:�CEw;��;�0�(q) = Z�Z�0� XK=G+q 4�
0 K�0K�0K2 eiK�(�����0 ) exp(� K24�2 )�Xa �3 ei q�Ra H iso�0�0 (�da;��0) � 43p� �3 ���0�(7.15)with H iso��(x) = x�x�x2 � 3x3 erfc(x) + 2p� e�x2 � 3x2 + 2������  erfc(x)x3 + 2p� e�x2x2 ! : (7.16)The second term �CEw;��;�0�(q = 0) is obtained from the same expressionat q=0 and from which the G=0 term has been removed.



7.3. THE LINEAR RESPONSE APPROACH 1557.3.3 The q! 0 caseMathematically, a divergence problem arises at q=0 in the previous equa-tions for the Hartree term and the electron-ion term of the electronic con-tribution, Eq. (7.12), and for the �rst term of the ion contribution, Eq.(7.15) 3. Physically, this problem originates in the fact that a macroscopicelectric �eld, parallel to the direction of the wavevector, can be associatedto a phonon type displacement in the limit of q ! 0. In solids with non-zero Born e�ective charges, a dipole is created when an atom is displacedand this dipole may interact with the macroscopic �eld associated to thephonon. The modes that have a polarization perpendicular to q will notbe concerned by this interaction: they are referred to as transverse modes.By contrast, for the longitudinal modes, the limit of q! 0 must be takencarefully in order to reproduce the correct behaviour along di�erent direc-tions.In this framework, the interatomic force constant matrix can be sepa-rated into two parts:~C��;�0�(q! 0) = ~Can��;�0�(q = 0) + ~Cnan��;�0�(q! 0) (7.17)The analytical term ~Can��;�0�(q = 0) is a \bare" IFC matrix, obtained as asum of the electronic and ionic contributions previously reported, but fromwhich the G = 0 term has been excluded in the Hartree term and theexternal potential of Eq. (7.12) and in the �rst term of Eq. (7.15). Thenon-analytical contribution ~Cnan��;�0�(q! 0) is an additional term that treatscorrectly the additional interaction with the macroscopic electric �eld. Itis at the origin of the splitting between longitudinal and transverse opticmodes. The contribution of this second term can be investigated in realspace.Separating the contribution involving the macroscopic electric �eld fromthe other contributions (in the same spirit that it was done in Chapter 4),the driving force induced on atom 0� in a surrounding of displaced atomsmay be written as:F0�;� = � Xb;�0;�C��;�0�(0; b) �� b�0;� +X�0 Z��;�0� : E�0 (7.18)so that the equation of motion for the ions becomes:M�� @2��a��@t2 = [� Xb;�0;�C��;�0�(0; b) �� b�0;� +X�0 Z��;�0� : E�0 ] (7.19)3The problem is similar to that discussed in Section 2.5 where we have seen that theenergy of a neutral solid may still contain a macroscopic contribution from the dipolarterms. Here the contribution at G = 0 arises from the macroscopic polarization inducedby a long-wavelength phonon in any solid that has non-zero Z�.



156 CHAPTER 7. PHONONSThe amplitude of electric �eld E� must now be determined. It can bededuced from conditions on the electric �eld and displacement �eld derivedfrom Maxwell's equations. The change of electric �eld associated to theappearance of a phonon is directed along q̂ = (qx; qy; qz): E� = jEj:q�. Theinduced displacement �eld is given by :D� = 4�
0 Xb;�0;�Z��0 ;���� b�0;� + jEjX� �1��q� (7.20)Along direction q, the component of the displacement �eld must be pre-served so that we have the condition: q:D = 0. From q�:D� = 0, wededuce: jEj = �4�
0Pb;�0P�0��� b�0;� Z��0 ;��0 q�0P�0�0 q�0�1�0�0q�0 : (7.21)From this equation, it appears that the macroscopic electric �eld associ-ated to the phonon (E) is connected to the polarization �eld induced bythe atomic displacement (Z�:�� ) thanks to the dielectric constant (�1).Introducing this result in equation (7.19) we get:M�� @2��a��@t2 = � Xb;�0;��� b�0;�[C��;�0�(0; b)+4�
0P�0 (Z��;�0� q�0)P�0 (Z��0 ;�0� q�0)P�0�0 q�0�1�0�0q�0 ]: (7.22)so that the non-analytic contribution to the IFC matrix can �nally bewritten as:~Cnan��;�0�(q! 0) = 4�
0 P�0 (Z��;�0� q�0)P�0 (Z��0 ;�0� q�0)P�0�0 q�0�1�0�0q�0 : (7.23)It is this term that is added in order to compute the LO-TO splitting inthe limit of the � point 4.7.3.4 The acoustic sum ruleThe total energy of a crystal is submitted to some constraints. In partic-ular, it must remain invariant under homogeneous translations. The dy-namical matrix at the zone center should therefore admit the homogeneous4This non-analytical contributionmay alternatively be obtained by treating correctlythe long-wavelength part of the Hartree, electron-ion and ion-ion terms in the responseto a phonon type perturbation in the limit of q! 0 [102].



BaTiO3 PHONONS MODES AT � 157translations of the solid as eigenvectors, with zero eigenfrequency. Thisinvariance under translation imposes a requirement on the force-constantmatrix, known as the \acoustic sum rule":X�0 ~C��;�0�(q = 0) = 0: (7.24)However, in the implementation of the present formalism, this relationis slightly broken because of the presence of the exchange-correlation gridin real space, on which the exchange-correlation potential and energies areevaluated: if all the atoms are translated by a given vector, while theexchange-correlation grid is unchanged, the energies will slightly change,and induce the breaking of the sum rule 5.The acoustic sum rule can be restored by the following simple operation:~CNew��;�0�(q = 0) = ~C��;�0�(q = 0)� ���0X�00 ~C��;�00�(q = 0): (7.25)By this operation, the eigenfrequencies at q = 0 will change, and willno more be the limit of the eigenfrequencies obtained by making q ! 0,unless the other dynamical matrices, for q 6= 0, are also corrected. Thegeneralization of the correction for q 6= 0 is the following:~CNew��;�0�(q) = ~C��;�0�(q) � ���0 X�00 ~C��;�00�(q = 0): (7.26)In our computations on BaTiO3, the violation of the acoustic sum rulewas relatively large. The origin of the problem has been investigated andthe validity of the correction presented here has been questioned. Thediscussion is reported in Appendix C.1. All the results presented in thisChapter have been corrected with the help of Eq. (7.26).7.4 BaTiO3 phonon modes at the � pointAs a �rst step, we investigate the lattice dynamics of barium titanate at the� point in its cubic and rhombohedral structures. We consider cubic phasesat the experimental and theoretically optimized volumes corresponding toa lattice parameter ao equal respectively to 4.00 and 3.94 �A. We will alsostudy a compressed cubic phase with ao=3.67 �A. For the rhombohedralphase, we adopt the experimental unit cell parameters and relaxed atomicpositions, as described in Chapter 3. Technical details, concerning ourcalculations are reported in Appendix A.5All the other terms can be implemented in a translation-invariant way.



158 CHAPTER 7. PHONONSTable 7.1: Phonon frequencies (cm�1) at the � point for cubic BaTiO3. TheLO-TO splitting has been computed with the help of the scissors correcteddielectric constant.Mode Exp.[178] ao=3.67�A ao=3.94�A ao=4.00�A Ref. [313]F1u(TO1) soft 214 113i 219i 178iF1u(LO1) 180 250 180 159 173F1u(TO2) 182 296 184 166 177F1u(LO2) 465 513 460 447 453F1u(TO3) 482 737 481 453 468F1u(LO3) 710 1004 744 696 738F2u 306a 308 288 281 �a This value has been measured in the tetragonal phase.There are 12 optic phonons in BaTiO3. In the cubic phase, at the �point, we have three modes of F1u symmetry and a silent mode of F2usymmetry, each of them triply degenerated. Going to the rhombohedralphase, each triply degenerated F1u mode (resp. F2u) gives rise to a modeof A1 (resp. A2) symmetry and a doubly degenerated mode of E symmetry.7.4.1 Cubic phaseOur phonon frequencies in the cubic phase, as well as experimental andother theoretical results, are reported in Table 7.1. Our values are in goodagreement with the experiment [178]. In particular, we reproduce the in-stability 6 of the TO1 mode that corresponds to the vibration of Ti andBa against the O atoms. The phonon frequencies change by a noticeableamount when going from the experimental to the optimized volume. Thisbehavior is di�erent to the one previously observed for other physical quan-tities like Z�� or �1. This sensitivity is particularly large for the soft TO1mode : Its instability even disappears in our compressed cubic phase.The eigendisplacements associated with the F1u(TO) modes are de-scribed in Table 7.2. They are in agreement with those obtained by Cohenand Krakauer [44] from a frozen phonon calculation. These eigenvectorsremains relatively similar at the experimental and optimized volume. By6An instability is associated to a negative curvature of the energy hypersurfacewhichyields an imaginary phonon frequency.



7.4. BATIO3 PHONON MODES AT THE � POINT 159
Table 7.2: Phonon eigendisplacement patterns for the F1u(TO) mode of thecubic phase of BaTiO3. In comparison with results of Cohen and Krakauer(CK), we report values at the experimental (Vexp) and optimized (Vopt)volume, as well as for a compressed (Vcomp) cubic phase. Eigendisplace-ments � are normalized such that h�TO jM j�LOi = 1, with M in atomicmass units.Mode Volume Ba Ti O1 O2 O3F1u(TO1) Vexp -0.002 -0.096 0.158 0.071 0.071Vopt -0.002 -0.098 0.137 0.087 0.087Vcomp -0.028 0.121 0.026 -0.074 -0.074Ref. [44] -0.006 -0.091 0.144 0.091 0.091F1u(TO2) Vexp -0.055 0.080 0.068 0.081 0.081Vopt -0.055 0.082 0.071 0.077 0.077Vcomp -0.047 0.017 0.085 0.133 0.133Ref. [44] -0.054 0.088 0.053 0.075 0.075F1u(TO3) Vexp -0.002 0.032 0.170 -0.124 -0.124Vopt -0.001 0.018 0.186 -0.116 -0.116Vcomp 0.002 -0.040 0.224 -0.061 -0.061Ref. [44] -0.003 0.022 0.186 -0.115 -0.115



160 CHAPTER 7. PHONONSTable 7.3: Overlap matrix elements between the eigenvectors of theF1u(TO) modes of the optimized cubic phase and those respectively ofthe associated F1u(LO) mode and of the F1u(TO) mode of the compressedcubic phase. VoptF1u(TO1) F1u(TO2) F1u(TO3)F1u(LO1) 0.17 -0.99 0.01Vopt F1u(LO2) -0.36 -0.07 -0.93F1u(LO3) 0.92 -0.16 0.37F1u(TO1) 0.71 -0.54 0.46Vcomp F1u(TO2) -0.49 -0.84 -0.22F1u(TO3) -0.51 0.07 0.86contrast, there is a mixing between the three F1u(TO) modes in the com-pressed cubic phase so that not a single one corresponds to the unstablemode of the optimized cubic cell (see also Table 7.3).The correlation between the LO and TO modes can be measured by theoverlap matrix between their respective eigenvectors. A priori, the eigendis-placements of the LO modes (�LO) do not necessarily corresponds to thoseof the TO modes (�TO), because of the long-range Coulomb interaction.The overlap matrix reported in Table 7.3 ( h�TO jM j�LOi, where M is suchthat M =M����0 and M� is the mass of atom �) establishes however thatthe mixing is very small: we observe a one-to-one correspondence. Inter-estingly, the softest TO mode, F1u(TO1), is associated with the hardestLO mode, F1u(LO3), suggesting a giant LO-TO splitting [313]. The samekind of results has been reported for KNbO3 [313, 292], even if the overlapbetween LO and TO modes was not so large for that compound.The amplitude of the LO-TO splitting lies essentially in the value of themode e�ective charges. This quantity is de�ned asZ�TO = P�;� Z��;�� �TO�;�h�TOj�TOi  : (7.27)The mode charges are reported in Table 7.4 where we identify the respec-tive contribution due to each atom. We observe that the very large Z�TO1,responsible of the strong Coulomb interaction of this mode, originates es-sentially from the large Born e�ective charges on Ti and Ok, that combineaccording to the speci�c pattern of eigendisplacement associated to this



7.4. BATIO3 PHONON MODES AT THE � POINT 161Table 7.4: Mode e�ective charge and respective partial contribution due toeach atom for the F1u(TO) modes of the optimized cubic phase.Mode Partial contribution due to Mode chargeBa Ti Ok O? O? Z�TOF1u(TO1) 0.03 3.42 3.77 0.90 0.90 9.02F1u(TO2) 0.92 -3.66 2.48 1.02 1.02 1.79F1u(TO3) -0.01 -0.53 4.28 -1.01 -1.01 1.74mode. In comparison, for the TO2 mode, Ti and O contributions remainlarge but cancel out so that the global charge is smaller.As a consequence of the observed similaritybetween eigenvectors, we canpredict �ctitious LO frequencies on the basis of the Born e�ective charges,by the simple approximate formula 7!2LO(q! 0) = !2TO + 4�
0 (P� q�(P�;� Z��;�� �TO�;� ))2P�� q� �1�� q� (7.28)where 
0 is the volume of the unit cell, � and � indices denote the spacedirection and � labels the atom within the unit cell. We �nd values respec-tively of 701, 214 and 508 cm�1, in close agreement with real LO frequencies(180, 460 and 744 cm�1). This result emphasizes again the giant LO-TOsplitting of the unstable mode (113i! 701 cm�1) in comparison to that ofthe two other modes (184 ! 214 cm�1, 481 ! 508 cm�1). This unusualsplitting is associated to a particularly strong Coulomb interaction that willbe discussed later.7.4.2 Rhombohedral phaseThe phonon frequencies of the rhombohedral phase are reported in Table7.5. No previous theoretical data were published for this phase. The onlyprevious relevant result is experimental [154] and localizes the phonon fre-quencies in three regions (100-300 cm�1, 480-580 cm�1, and 680-750 cm�1),in qualitative agreement with our values.7This equation allows to compute the splitting within the hypothesis that the eigen-vector was not modi�ed by the interaction with the macroscopic electric �eld. Notethat the additional contribution on the right hand is always positive. It should also beconveniently expressed in terms of the mode oscillator strengths introduced later.



162 CHAPTER 7. PHONONSTable 7.5: Phonon frequencies (cm�1) at the � point for rhombohedralBaTiO3. Mode ModeA1(TO1) 168 E(TO1) 161A1(LO1) 180 E(LO1) 173A1(TO2) 265 E(TO2) 205A1(LO2) 462 E(LO2) 438A1(TO3) 505 E(TO3) 461A1(LO3) 702 E(LO3) 725A2 274 E 293There is no unstable mode in the rhombohedral structure. If we comparethe eigenvectors to those of the cubic phase, we observe that they arevery similar in both cases. This is illustrated for the A1 mode in Table7.6. Similar overlaps are obtained for the E modes. They point out thatA1(TO2) and E(TO2) originate from the hardening of the soft mode.If we compute the overlap matrix between LO and TO modes (Table7.6), we observe that the mixing produced by the Coulomb interaction islarger than in the cubic phase. Moreover, the ferroelectric A1(TO2) modeis the most closely associated with the A1(LO3) mode.In this phase, the mode e�ective charges of the A1 (resp. E) modes arerespectively of 2.79 (4.48), 6.99 (8.41) and 2.33 (1.99). The TO2 modes,originating from the soft TO1 mode of the cubic phase, continue to couplestrongly with the electric �eld but the smaller Born e�ective charges makestheir mode e�ective charge smaller. This is particularly true for the A1modes polarized along the ferroelectric direction.All the computed phonons are stable in the rhombohedral phase, andwe can obtain the low frequency dielectric tensor by adding to �1 theionic contribution (evaluated here in the harmonic approximation, withoutdamping): ���(!) = �1�� + 4�
0 XTOi Si;��!2i � !2 (7.29)where the �rst sum is performed on the di�erent TO phonon modes andSi;�� is the mode oscillator strength tensor de�ned as:Si;�� = (X�; Z��;� �TOi�; )�(X�; Z��;� �TOi�; ): (7.30)



7.4. BATIO3 PHONON MODES AT THE � POINT 163Table 7.6: Overlap matrix elements between the eigenvectors of the A1(TO)modes of the rhombohedral phase and those respectively of the associatedA1(LO) modes and of the F1u(TO) mode of the optimized cubic phase.A1(TO1) A1(TO2) A1(TO3)A1(LO1) 0.96 0.29 0.02A1(LO2) -0.15 0.56 -0.81A1(LO3) 0.25 -0.77 -0.58F1u(TO1) 0.13 -0.97 0.19F1u(TO2) -0.99 -0.13 -0.01F1u(TO3) -0.02 -0.18 -0.98The value of the dielectric constant along some direction q̂ = (qx; qy; qz) isevaluated from: �q̂(!) =X�� q����(!)q� (7.31)We obtain for the static dielectric constant (! = 0) a value of 33.09along the ferroelectric axis and of 68.89 perpendicularly to it. In bothdirections, the main ionic contribution comes from the TO2 modes (73%and 62% respectively). This is another manifestation of the large e�ectivecharge of this mode. The large anisotropy of the static dielectric tensoris associated with the smaller value of Z� and �1 along the ferroelectricdirection.The determination of the low frequency dielectric constant is sometimesassociated to a measurement of the reectivity R(!) of optical waves normalto the surface, with their electric �eld along an optical axis of the crystalq̂, and de�ned as: R(!) = j�1=2q̂ (!)� 1�1=2q̂ (!) + 1 j2 (7.32)The result is presented in Fig. 7.1 8 for q̂ aligned along the ferroelectricdirection. Unfortunately, no experimental data can be compared to ourtheoretical results.8The saturation to one observed for the curve of Fig. 7.1 is due to the absence ofdamping.
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Frequency (cm-1)Figure 7.1: Infrared reectivity of rhombohedral BaTiO3, with q̂ along theferroelectric direction.7.5 Origin of the ferroelectric instabilityIn the previous Section we have reported �rst-principles results concerningthe � phonons of BaTiO3. We have characterized the unstable mode in theexperimental cubic phase. It seems now important to investigate the micro-scopic origin of the structural instability and the reason of its disappearancein the rhombohedral phase or in our compressed cubic structure.7.5.1 Cochran's modelDuring the sixties, Cochran [39] investigated the dynamics of ABO3 com-pounds within a shell model approach and he related the ferroelectric tran-sition to the softening of a transverse optic phonon at the � point. Inhis model, the interatomic forces are separated into two parts: the shortrange forces and the long range Coulomb (dipole-dipole) interaction. Inthis framework, he was able to isolate the contribution of each kind of forceon the frequency of the transverse modes and to identify the structural in-stability with the possible cancellation of the two terms. This competitionbetween forces, �rst suggested by Slater [272], is still now usually invokedto explain the microscopic origin of the ferroelectricity [41, 43, 315].In spite of its meaningful character, the model of Cochran is only qual-itative and it is obtained through questionable approximations. In par-ticular, the dipole-dipole interaction is estimated within a Lorentz �eld



7.5. ORIGIN OF THE FERROELECTRIC INSTABILITY 165approach assuming a local spherical symmetry at each atomic site, while itwas shown by Slater [272], before Cochran's study, that the local symmetryis far from spherical in BaTiO3. In his work, Slater computed the Lorentz�eld explicitly by summing dipole-dipole interactions following Luttingerand Tisza [179].In what follows, we will propose a model to separate the dipole-dipoleinteraction from the remaining short range forces within our �rst-principlesapproach. This model will then be used to quantify the role played by bothkind of forces in the ferroelectric instability of BaTiO3.7.5.2 Short-range and dipole-dipole interactionsWhen an atom is displaced in BaTiO3, a dipole is created so that the speci�cdisplacement pattern associated to a given phonon generates a lattice ofdipoles. Our purpose is to compute the resulting dipole-dipole interactionfrom our �rst principles data.The conventional dipole-dipole energy between two dipoles ~p1 and ~p2 invacuum, separated by the vector ~d is given by [155]:EDDe+i = 14��0 (~p1:~p2) d2 � 3 (~p1:~d) (~p2:~d)d5 (7.33)with �0 being the vacuum permittivity, so that, in atomic units, 14��0 isequal to 1.In solids, the dipole created by an atomic displacement ��0�;� is p� =P� Z��;��:��0�;�, while the polarizability of the medium is to be describedby the dielectric permittivity tensor �1��. For the case where �1 and Z�tensors are isotropic, the contribution to the interatomic force constant ofthe dipole-dipole interaction created by the displacement of atoms 0� andj�0, separated by ~d = (~Rj + ~��0 � ~��) is [77]:CDD��;�0�(0; j) = �2EDDe+i��0�;���j�0;� = Z��Z��0�1 (���d3 � 3d�d�d5 ) (7.34)Recently, the generalization of this formula was proposed for the case ofanisotropic Z�� and �1 tensors [93]:CDD��;�0�(0; j) =X�0�0 Z��;��0 Z��0 ;��0 (det �1)� 12 � (��11 )�0�0D3 � 3��0��0D5 �(7.35)where �� =P�(��11 )�� d�, and D =p~�:~d. The previous result has beenobtained in real space. The corresponding dipole-dipole contribution to the



166 CHAPTER 7. PHONONSdynamical matrix in reciprocal space, ~CDD, can be obtained using Ewaldsummation technique [93].Note that, in this formulation, the macroscopic �1 is used to parametrizethe dipole-dipole interactions down to nearest neighbors; no correction forthe q-dependence of �1 and Z� is included. This procedure seems howeverthe natural generalization of the previous computation of the Lorentz �eldby Luttinger and Tisza [179]. It will be used to generalize Cochran's resultson the basis of our �rst-principles approach [73].The dynamical matrix ~C was obtained explicitly from our ab initiocalculations. Using the above-mentioned analytic form, we can now isolatethe model dipole-dipole (DD) contribution 9 from the remaining short-range (SR) part 10 of this dynamical matrix in a way similar to the one ofCochran [39]: ~C = ~CDD + ~CSR. The partial contributions to !2 are thenevaluated as follows:h�j ~Cj�i| {z }!2 = h�j ~CDDj�i| {z }!2DD + h�j ~CSRj�i| {z }!2SR (7.36)where � is an eigenvector of the full dynamical matrix ~C. Finally, ~CDDand ~CSR can also be modi�ed independently in order to investigate theirrespective inuence on the instable mode.7.5.3 Cubic phaseWe �rst compute the decomposition for the cubic phase at the optimizedvolume. In Table 7.7, we report the values of !2DD and !2SR for the TOmodes. We observe that the small instability of the F1u(TO1) mode orig-inates from the compensation of two very large numbers: The DD inter-action greatly destabilizes the crystal and is only partly compensated bythe SR contribution. This result con�rms, in the framework of a moreaccurate approach, the idea suggested by Cochran, and usually referred toas the origin of the ferroelectric instability. Interestingly, the close com-pensation exists for the unstable mode only. The giant destabilizing DDinteraction of this mode is inherent to its anomalously large mode e�ectivecharge that was discussed previously.It is now possible to investigate the sensitivity of this compensation.In the cubic phase, it was shown that the large values of Z�Ti and Z�Ok9The dipole-dipole interaction cannot be properly separated from other interactionsat short distances. We chose to work with a model interaction that is mathematically un-ambiguous. All the deviations with respect to this model interaction (that will probablyappear at short distances) will be included in the SR part.10The SR part also contains higher Coulomb terms like dipole-octupole and octupole-octupole interactions.



7.5. ORIGIN OF THE FERROELECTRIC INSTABILITY 167Table 7.7: Partial DD and SR contributions (see text) to the TO modefrequency squared (cm�2) for the cubic phase at the optimized volume.Values in brackets where obtained with the scissors corrected value of �1.F1u(TO1) F1u(TO2) F1u(TO3) F2u!2DD -625897 7232 -130549 109745(-745610) (8615) -155518) 130736)!2SR 613107 26538 361998 -26951(732820) (25155) (386967) (-47942)!2 -12790 33770 231449 82794(responsible of the strong Coulomb interaction) are mainly produced by adynamic transfer of charge along the Ti-O bond [72]. Postulating ~CSR tobe �xed, we can �ctitiously reduce this transfer of charge by decreasingsimultaneously Z�Ti and Z�Ok , and monitor the F1u(TO1) mode frequencychanges 11. Figure 7.2 shows that !2(TO1) evolves approximately linearlywith the transfer of charge and that a change corresponding to a reductionof the order of 1% of Z�Ti is enough to suppress the instability. Of course,this situation is arti�cial and in a real material any modi�cation of Z�� wouldbe associated with a change of the SR forces. This result however highlightsthe very delicate nature of the compensation existing between dipole-dipoleand short range interactions.Interestingly, if we plot the evolution of partial SR and DD contribu-tions with the transfer of charge described by the evolution of Z�Ti (seeFig. 7.2), we observe that !2SR is also modi�ed: because ~CSR was keptconstant, this is due to the change of the eigenvector � induced by themodi�cation of ~CDD. This change of � is however not crucial and a sim-ilar evolution of !2 is observed if we keep the eigenvector of the originaloptimized structure.We checked that all these conclusions are independent of the use of thescissor correction for �1. From now on, we report only results obtainedwithout scissors correction.11When changing Z� and/or �1, ~CDD is replaced by ~C0DD and the modi�ed fulldynamical matrix ( ~C0 = ~C0DD + ~CSR) has new eigenvectors �0. The matrix elementsgiving !2, !2DD and !2SR are calculated using �0. Results are however also presentedwhen keeping the eigenvector of the initial full dynamical matrix, in order to investigatethe role of the change of eigenvector from � to �0. As � is not an eigenvector of ~C0 , forthat case a �ctitious total frequency is obtained as �!2 =< �j ~C0DDj� > + < �j ~CSRj� >.
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7.1 7.37.2Figure 7.2: Evolution of the F1u(TO1) mode frequency squared and of itspartial SR and DD contributions with respect to the dynamic transfer ofcharge along the Ti-O bond (quanti�ed here by the evolution of Z�Ti, seetext), in the optimized cubic phase. The open circles correspond to the evo-lution when taking into account the modi�cation of eigenvector producedby the change of ~CDD, while the crosses show the result obtained whenkeeping the initial eigenvector of the unstable mode in the optimized cubicphase. A zoom around zero frequency is shown in the inset.7.5.4 Rhombohedral phaseThe eigenvector of the A1(TO2) modes of the rhombohedral structure re-mains very close to that of the unstable F1u(TO1) mode of the cubic phase(see Table 7.6). Surprisingly the displacement of the Ti atom against theO cage has now become stable. It was found that the Z�� are smaller in thisferroelectric phase, suggesting a smaller DD interaction, but this could bepartly compensated by a concomitant reduction of �1. For the A1(TO2)mode coming from the soft mode, !2DD (-286267 cm�2) is counterbalancedby a slightly larger SR contribution (356373 cm�2). The values di�er widelyfrom those of the cubic phase: The SR forces give less stabilization (so apriori increasing the instability) but this is compensated by a larger reduc-



7.5. ORIGIN OF THE FERROELECTRIC INSTABILITY 169tion of the DD contribution.If we �ctively modify ~CDD and replace Z�� and �1 of the ferroelectricstructure by their value in the cubic phase 12, we modify the frequency ofthe A1(TO2) mode from 265 to 266i cm�1: We obtain an instability evenlarger than in the cubic phase. From this point of view, the reduction of Z��in the rhombohedral phase appears as a crucial element to the stabilizationof the A1(TO2) mode.Introducing Z�� and �1 of the cubic phase, we also have strongly mod-i�ed !2DD and !2SR that become respectively equal to -871017 and 800371cm�2. The drastic change of !2SR results only from the change of eigen-vector � ( ~CSR was not modi�ed) and points out the anisotropy of the SRforces (the overlap between the new and original eigenvector is equal to0.86). If we had kept the eigenvector unchanged, we would still have ob-served a small instability (74i cm�1) for the A1(TO2) mode. This meansthat the inclusion of the e�ective charges of the cubic phase is already suf-�cient to destabilize the crystal, but at the same time produces a changeof eigenvector enlarging the instability.7.5.5 Compressed cubic phaseNo more instability is present in the compressed cubic phase, although theglobal values of Z�� do not di�er signi�cantly from those obtained at theoptimized volume[72]. Moreover, the reduction of volume even increasesthe destabilizing e�ect of the DD interaction by 20%: calling �optTO1 theeigenvector of the soft TO1 mode of the optimized phase and ~CoptDD (resp.~CcompDD ) the dipole-dipole part of the dynamical matrix of the optimized(resp. compressed) cubic phase, we obtain:< �optTO1j ~CoptDDj�optTO1 >= �625897cm�2; (7.37)while < �optTO1j ~CcompDD j�optTO1 >= �775203cm�2: (7.38)In fact, for this compressed cubic phase, the modi�cations of the SRforces alone are enough to produce a mixing of modes so that no singlemode can still be identi�ed with the unstable one observed at the optimizedvolume (see Table III). Consequently, none of the mode of this compressedcubic phase develops the giantDD or SR contributions that are a particularfeature of the displacement pattern associated to the ferroelectric mode.If we replace ASR by its value at the optimized volume we recover avery large instability (437i cm�1). The disappearance of the unstable mode12See previous footnote.



170 CHAPTER 7. PHONONSunder pressure seems therefore essentially connected to a modi�cation ofthe SR forces in contrast to its stabilization in the rhombohedral phasewhich is associated with a reduction of Z��.7.5.6 From electronic to dynamical propertiesSince it was introduced by Cochran during the sixties, the soft-mode pictureis considered as a key concept to explain the ferroelectric phase transitionin ABO3 compounds. Moreover, the competing role of the short-range andCoulomb interactions, invoked to justify qualitatively the appearance ofan instability, is still usually considered as the microscopic origin of theferroelectric instability.In this Chapter, we have proposed a model to quantify from our �rst-principles results the respective role played by both kind of forces. We havejusti�ed on a more rigorous basis the gratifying explanation of Cochran.Doing that, we were going even further in the microscopic understandingof the ferroelectric instability. The giant dipole-dipole interaction, ableto compensate the stabilizing short-range forces is connected to the largeanomalous e�ective charges in turn explained by dynamic changes of orbitalhybridization between O 2p and Ti 3d states.Cohen and Krakauer [41] recently discussed the importance of the O2p { Ti 3d hybridization on the ferroelectric instability of BaTiO3: theysuggested that this hybridization should reduce the short-range forces. Iftheir argument remains pertinent, our study has emphasized that dynamicchange of hybridization will also greatly enhance the destabilizing role ofthe Coulomb interaction. It is our choice to attribute the ferroelectricinstability to this latter unexpected feature. Hybridizations are indeed nota speci�c character of ABO3 compounds but are also common to a largevariety of other materials. The peculiarity of the hybridization in BaTiO3(and related compounds) stays in the fact that it concerns occupied andunoccupied orbitals and is able to generate giant Born e�ective charges asdiscussed in Chapter 5.Our results are closely related to the unusual non-linear anisotropic po-larizability of the oxygen reported by Migoni, Bilz and B�auerle [196], andthat is still usually considered as the origin of the ferroelectricity in ABO3compounds [17, 24, 18, 25, 139, 26, 252]. In particular, our work con�rmsthe important role plays by the hybridization between the 2p-states of oxy-gen and the d-states of the B atom. In our approach, however, the mech-anisms of polarization have been clari�ed: they have been reformulated interms of dynamic transfer of charge and the interplay between electronicand dynamic properties has been presented within a coherent approach. Inour description, the Born e�ective charge was introduced as a key concept



BaTiO3 PHONONS AT VARIOUS q-POINTS 171for the understanding of the ferroelectric instability.Interestingly, we have shown that the balance of force is delicate andstrongly sensitive to small changes like tiny modi�cation of the Born e�ec-tive charges. The reduction of Z� is su�cient to suppress the instabilityin the rhombohedral phase while a modi�cation of the short-range forcesis likely at the origin of the stabilization of the ferroelectric mode underisotropic pressure.The previous results are not speci�c to BaTiO3. A similar balance offorces was identi�ed in SrTiO3 (see Appendix C.2). WO3, that undergoesa sequence of ferroelectric phase transitions, also presents large anoma-lous Born e�ective charges [56]. The competition between short range andCoulomb forces should be a characteristic of ABO3 perovskites and re-lated materials. Due to the delicate nature of the balance of forces, it ishowever not surprising to observe that closely related materials do not nec-essarily present the same ferroelectric instability, that remains a vagary ofNature 13.7.6 BaTiO3 phonons at di�erent high sym-metry q-pointsUp to know, we focused on the � phonons and this already allowed toaddress some interesting questions. The formalismpreviously reported doeshowever not restrict to this speci�c case and the dynamical matrix can beobtained everywhere within the Brillouin zone. In this Section we reportresults obtained at di�erent high symmetry points.As some of the properties of the normal modes of vibrations are a directconsequence of the speci�c symmetry of the crystal (degeneracies of di�er-ent frequencies, separation into longitudinal and transverse vibrations), acareful analysis of the symmetry may reveal useful for classifying the dif-ferent phonon modes. As mentioned in Chapter 3, the structure of BaTiO3is cubic perovskite and its space group is Pm3m. The determination ofthe irreducible representations at high symmetry q points and along highsymmetry lines of the Brillouin zone has been reported by Cowley [49], assummarized in Table 7.8 14. This Table gives us a �rst information onthe phonon mode degeneracy that are expected at the di�erent q points.Simultaneously, the symmetry of the di�erent normal mode of vibration im-poses constraints on the associated atomic displacement pattern that were13We note also that the argumentspresentedhere are only part of a more complexprob-lem: for instance, the macroscopic strain also plays a major role in the phase transition.14At the � point, these notations di�er from that used in the previous Section.



172 CHAPTER 7. PHONONSTable 7.8: Irreducible representations at high symmetry q points and alonghigh symmetry lines of the Brillouin zone as reported by Cowley [49] forthe cubic phase of ABO3 perovskite materials.q vector little group irreducible representation(0; 0; 0) m3m 4�15 + �25(0; 0; q) 4mm 4�1 +�2 + 5�5(0; 0; 12) 4=mmm 2X1 + 2X20 +X3 + 3X5 + 2X50(q; q; 0) mm 5�1 +�2 + 5�3 + 4�4(12 ; 12 ; 0) 4=mmm M1 +M2 +M20 +M3+2M30 +M4 +M5 + 3M50(q; q; q) 3m 4�1 +�2 + 5�3(12 ; 12 ; 12 ) m3m R20 + R120 +R25 + R250 + 2R15also identi�ed by Cowley in Ref. [49]. The combination of the informationsgiven by the degeneracy and by the phonon eigenvectors allowed us to labelunambiguously the di�erent phonon modes.Results obtained in the cubic phase of BaTiO3 at the experimentalvolume are reported in Table 7.9. A comparison of these results with theexperimental data will be reported later (Section 7.8).7.7 Interpolation of phonon dispersion curvesAs illustrated in the previous Section, the dynamical matrix can be a pri-ori calculated everywhere within the Brillouin zone. However, for com-putational reasons, calculations are usually restricted to a small set ofwavevectors. A mathematical interpolation technique must therefore beused to deduce the full phonon dispersion curves. Moreover, a numericalintegration is required to determine the interatomic force constants (IFCs)by inverting Eq. (7.6). Both these problems will be addressed simultane-ously [77, 93, 101].If the dynamical matrix was known everywhere in the Brillouin zone,the IFCs could be built as:C��;�0�(0; b) = (2�)3
0 ZBZ ~C��;�0�(q)eiq�Rbdq (7.39)When the dynamical matrix is known only on a regular grid S of (l�m�n)points in the Brillouin zone, the use of a discrete Fourier transform, that



PHONON DISPERSION CURVES 173Table 7.9: Computed phonon frequencies (cm�1) of cubic BaTiO3 (ao=4�A) at � (0,0,0), X (.5, 0,0), M (.5, .5, 0) R (.5, .5, .5) and at a few pointsalong the �-R direction: � 18 (.125, .125, .125), � 14 (.25, .25, .25) and � 38(.375, .375, .375). The computation of the splitting at the � was performedwithout scissor correction.q label frequency label frequency� �15 (TO) 219 i �25 281�15 (A) 0 �15 (LO) 445�15 (LO) 159 �15 (TO) 453�15 (TO) 166 �15 (LO) 631X X5 189 i X3 322X50 104 X50 330X20 146 X5 421X5 194 X1 517X1 260 X20 627M M30 167 i M5 344M20 103 M2 354M50 104 M50 435M3 208 M1 456M50 270 M4 683M30 333R R15 128 R250 386R25 182 R15 414R120 314 R20 717� 18 �3 137 i �2 272�3 70 �3 310�1 103 �3 447�1 180 �1 461�3 184 �1 645� 14 �3 96 �1 277�1 105 �3 358�3 190 �3 428�3 221 �1 467�2 244 �1 679� 38 �1 115 �1 354�3 121 �3 381�3 204 �3 414�2 205 �1 440�3 290 �1 708



174 CHAPTER 7. PHONONSwill generate approximate IFCs in a large box made of (l�m�n) periodiccells, is tempting. Outside of this box, the IFCs are supposed to vanish:C��;�0�(0; b) = 1Nq Xq2S ~C��;�0�(q)eiq�Rb if Rb + � � � � 0� 2 box= 0 if Rb + � � � � 0� 62 box(7.40)The vanishing of the IFCs beyond some distance is intrinsic to the discreteFourier transform technique. If the integrand in Eq. (7.39) was in�nitelydi�erentiable, then the IFCs should decrease exponentially fast, and thiscondition would not be a practical limitation. However, for insulators withnon-vanishing e�ective charges, close to q = 0, the behavior of the dynam-ical matrices is strongly non-analytical: it depends on the direction alongwhich q = 0 is attained.In the real space, this non-analytical behavior corresponds to long-range IFCs, with an average 1=d3 decay (d being the distance betweenatoms), corresponding to dipole-dipole interactions. Even if the Born ef-fective charge vanishes (this may be imposed by symmetry constraints, inelemental crystals), the atomic displacement will create a quadrupole or anoctupole (the latter cannot be forbidden by symmetry reasons), with cor-responding quadrupole-quadrupole 1=d5 decay, or octupole-octupole 1=d7decay.The non-analyticity corresponding to the dipole-dipole interaction is thestrongest. The idea that is proposed is to subtract this term from the othercontributions and to treat it explicitly.In this context a short range dynamical matrix is introduced:~CSR��;�0�(q) = ~C��;�0�(q) � ~CDDEw;��;�0�(q): (7.41)It is expected that these forces are su�ciently short range so that theirinverse Fourier transform can be approximated with good accuracy by:CSR��;�0�(0; b) = 1Nq Xq2S ~CSR��;�0�(q)e�iq�Rb if Rb + �� � � 0� 2 box= 0 if Rb + �� � � 0� 62 box:(7.42)The total interatomic force constants in real space, are then obtained as:C��;�0�(0; b) = CSR��;�0�(0; b) +CDDEw;��;�0�(0; b) (7.43)The dipole-dipole part to be added to the short-range part is computedexplicitly: it is given by Eq. (7.35), discussed in Section 7.5. Its Fouriertransform had been previously subtracted in Eq. (7.41). This contribution



7.8. THE PHONON DISPERSION CURVES OF BATIO3 175of the dipole-dipole interaction in reciprocal space may be evaluated usingEwald summation technique as described in Ref. [93].This technique does not only allow to get the IFCs, but it also permitsan easy interpolation of the dynamical matrix across the full Brillouin zone,with ~C��;�0�(q) = Xdb2boxCSR��;�0�(0; b)eiq�Rb + ~CDDEw;��;�0�(q): (7.44)To summarize, the interpolation technique basically consists in a doublediscrete Fourier transform on the short-range part of the dynamical matrixwhile the long-range dipole-dipole interaction was treated separately. Theconvergence of the results so obtained must be checked when using q pointmeshes of increasing size until a su�cient accuracy has been reached.As mentioned previously, due to the presence of exchange-correlationgrid in real space, the dynamical matrix at q = 0 does not satisfy exactlythe acoustic-sum rule. In terms of the IFCs, this sum rule can be writtenas: X�0b C��;�0�(a; b) = 0: (7.45)It was shown that the acoustic sum rule can be reimposed at the levelof the dynamical matrix by a wave-independent, site diagonal correction.Equivalently, the correction can be performed in real space, on the \on site"interatomic force constant as follows:CNew��;��(a; a) = � X(�00;b)6=(�;a)C��;�00�(a; b): (7.46)Note that other correction schemes are also possible. This one seems how-ever the most appropriate in our case.7.8 The phonon dispersion curves of BaTiO3The previous interpolation technique can now be applied to BaTiO3. Ourcalculations are performed at the experimental lattice parameter of 4.00 �A.This choice facilitates the comparison with the experimental data. Someindications on the volume dependence of the phonon frequencies can befound in Section 7.4, where the frequencies of the � phonons at di�erentlattice constants have been compared.7.8.1 Technical remarksPrior to the presentation of the results, it is necessary to mention a fewtechnical points.
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THE PHONON DISPERSION CURVES OF BaTiO3 177reported without scissor correction but it was checked that the problemrelated the dielectric tensor has no dramatic consequences on the phononfrequencies. It was observed that the discrepancy essentially a�ects theposition of the highest longitudinal optic mode: when replacing the theo-retical dielectric constant by the experimental value, its frequency at the �point changes from 631 to 696 cm�1. At the opposite, the frequencies ofthe two other longitudinal modes at the � point are a�ected by less than2 cm�1. Our LDA results should therefore remain accurate except for thehighest LO phonon branch.Finally, it is always necessary to investigate the error induced by theuse of a discrete Fourier transform in the determination of the IFC's, andthe interpolation of the dispersion curves. An insight into the convergencereached on the phonon band structure is reported in Fig. 7.3. The fre-quencies deduced from the dynamical matrix at q = (:125; :125; :125) andq = (:375; :375; :375) are compared to those extrapolated from two di�erentmeshes of q-points: the �rst mesh (M1) includes � (.0, .0, .0), X (.5, .0, .0),M (.5, .5, .0) and R (.5, .5, .5) points; the second mesh (M2) is the cubicmesh M1 to which the � (.25, .25, .25) point was added. It is observed thatwe obtain a very good convergence with the M2 mesh. It is this mesh thatwas used to obtain the results presented in the next Sections.7.8.2 Results and discussionThe calculated phonon dispersion curves [76] are plotted along high symme-try directions in Fig. 7.4. The �-X, �-M and �-R lines are along the <100>,<110> and <111> directions, respectively. The unstable modes associatedto a negative curvature of the energy hypersurface have imaginary phononfrequencies.Our result can be compared to the experimental data [178, 261, 306,262, 109, 20, 134]. However, a di�culty arises from the fact that all theexperimentally observed vibrational excitations have a real frequency whilethe computed unstable modes are obtained with an imaginary frequency.As the soft mode can be clearly identi�ed by its symmetry, the associatedexperimental frequencies were removed from the comparison, for clarity. Inthe low-frequency region, the presence of this additional soft mode mayhave slightly modi�ed the frequency of the other modes. In spite of thesedi�culties we observe a good correspondence between our theoretical fre-quencies and the experimental data, specially for the acoustic modes forwhich a large variety of data are available.The ferroelectric phase transitions are driven by the unstable phononmodes. We are therefore mainly concerned by the analysis of these speci�cphonons within the Brillouin zone (see Fig. 7.5). Two transverse optic



178 CHAPTER 7. PHONONS
Γ Γ MRMX

F
re

qu
en

cy
 (

T
H

z)
25

20

15

10

5

0

5 i

10 i

800

600

400

200

0

200 i

F
requency (cm

-1)Figure 7.4: Calculated phonon dispersion curves of cubic BaTiO3 at theexperimental lattice constant. The theoretical result shows a reasonableagreement with the experimental data: (�) Ref. [3], (�) Ref. [6], (+) Ref.[7], (2) Ref. [8], (�) Ref. [9], (r) Ref. [10], (4) Ref. [11].modes are unstable at the � point: they correspond to a displacement of theTi atom against the oxygen cage. The associated displacement eigenvectoris equal to [�(Ba) = �0:002, �(Ti) = �0:096, �(O1) = +0:158, �(O2) =�(O3) = +0:071] 15. These two modes remain unstable all along the �-Xline, with very little dispersion 16. One of them stabilizes along the �-Mand X-M lines. Examination of the eigenvectors reveals that the unstablemode at the M (.5, .5, .0) point is polarized along the z-direction: itsdisplacement eigenvector is equal to [�(Tiz) = �0:130, �(O1;z) = +0:106].Both of the unstable modes become stable when deviating from the three�-X-M planes to the R-point.These features were also observed for KNbO3 [310] and point out a15The eigendisplacement vector � was normalized such that < �jM j� >= 1, where Mis such thatM =M� ��;�0 andM� is the mass of atom � in atomic mass units.16At the X point, one of the unstable mode is polarized along the z-axis and has aneigenvector equal to [�(Tiz) = �0:117, �(O1z) = +0:133, �(O2z) == +0:062]; the otheris polarized along the y direction.
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Figure 7.5: Analysis of the unstable phonon mode within the Brillouin zone.
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Figure 7.6: Zero-frequency isosurface of the lowest unstable phonon branchover the Brillouin zone. � is located at the center of the cube. The modeis unstable in the region between the nearly at surfaces.marked 2D character of the instability in the Brillouin zone. This behaviouris more easily visualized in Fig. 7.6 where we show the frequency isosurfaceof the lowest unstable phonon branch corresponding to ! = 0. The regionof instability, !2(q) < 0, lies between three pairs of at surfaces, thatare parallel to the faces of the Brillouin zone cube. In other words, theunstable modes are contained in three perpendicular interpenetrating slab-like regions of �nite thickness containing the � point.As highlighted by Yu and Krakauer [310], this behaviour corresponds tochain instabilities in real space. At the M-point, we have seen that there isa single unstable mode polarized along the z-axis and dominated by the Tizand O1z displacements. At this wave vector (qz = 0), the Ti and O1 atomswill be coherently displaced all along an in�nite <001> chain. Going nowfrom M to the R-point, the coherency of the displacement will graduallydisappear and a �nite length of correlation will be reached for which thephonon becomes stable. The �nite thickness of the slab region of instabilitytherefore corresponds to a minimum correlation length of the displacementrequired to observe an unstable phonon mode. From Fig. 7.6, the lengthof the shortest unstable chain can be estimated to 4 acell = 16 �A17. We17The length of the shortest unstable chain is slightly di�erent from that reported forKNbO3 . Changes in material properties could explain this di�erence although part of itcould be due to the di�erent k-point and q-point convergence achieved in Ref. [310]: asobserved in Fig. 7.3, the use of a �ner mesh of q-points could still slightly decrease the



7.9. THE INTERATOMIC FORCE CONSTANTS 181note �nally, the small dispersion of the unstable mode in the �-X-M plane:it suggests a small correlation of the displacements between the di�erentTi{O chains.7.9 The interatomic force constantsIn cubic BaTiO3, we will see that the single displacement of a particularatom never leads to an instability: When one atom is displaced, a forceis induced and brings it back in its initial position (the self-force on Ba,Ti and O is positive 18). However, its atomic displacement simultaneouslyinduces forces on the other atoms. It is only the additional displacementof some other atoms in this force �eld that can lower the total energy andproduce an instability. The amplitude and the range of the interatomicforce constants (IFC) associated to this mechanism can be analysed [76] inorder to clarify the chain instability pointed out in the previous Section.Moreover, the speci�c role of the dipole-dipole interaction (DD) can beseparated from that of the short-range forces (SR). Our conventions onthe interatomic force constants C�;�(�; �0) are such that the force F�(�)induced on atom � by the displacement ���(�0) of atom �0 is given by:F�(�) = �C�;�(�; �0) : ���(�0).Let us �rst investigate the IFC with respect to a reference Ti atom alonga Ti-O chain (Table 7.10). As previously mentioned, we note that the self-force on the Ti atom is large and positive (+0.15215 Ha/Bohr2). We observealso that the longitudinal IFC with the �rst neighbour O atom is surpris-ingly small (+0.00937 Ha/Bohr2); moreover, it is positive. The analysis ofthe DD and SR contributions points out that these characteristics are theresult of a destabilizing DD interaction, su�ciently large to compensate theSR forces. It is this close compensation which allows the displacement of Tiagainst the O atoms. Another insight on this balance of forces was alreadyreported previously in this Chapter (see also Ref. [73, 75]). Consequentlyto the very small total IFC, the Ti and O displacements might be relativelydecoupled.At the opposite, the DD forces induced on the next Ti atom are neg-ative: they will combine with the SR forces in order to produce sizablecoupling (�0.06721 Ha/Bohr2). This mechanism is at the origin of thechain correlation of the Ti atomic displacements. By contrast, the trans-verse force on the �rst Ti neighbour is very small and con�rms the smallcorrelation of the displacements from chain to chain.size of the zone of instability of BaTiO3.18The self-force are the following (Ha/Bohr2): Ba ! 0.08065, Ti ! 0.15215, Ok !0.12741, O? ! 0.06807.



182 CHAPTER 7. PHONONSTable 7.10: Longitudinal (k) and transverse (?) interatomic force constants(Ha/Bohr2) with respect to a reference Ti atom (Ti(0)) along the Ti-O chainof cubic BaTiO3.Atom Total force DD force SR forceT i(0) +0:15215 �0:27543 +0:42758Ok(1) +0:00937 +0:23247 �0:22310T ik(2) �0:06721 �0:03680 �0:03041Ok(3) +0:01560 +0:00861 +0:00699T ik(4) �0:00589 �0:00460 �0:00129O?(1) �0:02114 �0:04298 +0:02184T i?(2) +0:00751 +0:01840 �0:01089Table 7.11: Ti-Ti longitudinal interatomic force constants (Ha/Bohr2) withrespect to a reference Ti atom at (.5, .5, .5).coordinate distance IFC DD part SR part(.5, .5, .5) 0.0000 +0:15215 �0:27543 +0:42758(-.5, .5, .5) 7.5589 �0:06721 �0:03680 �0:03041(-.5, -.5, .5) 10.6899 �0:01114 �0:01301 +0:00187(-.5, -.5, -.5) 13.0924 �0:00643 �0:00780 +0:00065(-1.5, .5, .5) 15.1178 �0:00589 �0:00460 �0:00129The decay of the Ti{Ti and O{O longitudinal IFC with the interatomicdistance can also be investigated. The results are reported in Table 7.11 and7.12. It is seen that the longitudinal IFC are anisotropic: they propagateessentially along the Ti{O chain. This appears clearly for the SR part. ForO, the DD contribution is also highly anisotropic due to the anisotropy ofthe Born e�ective charges. The anisotropy of the IFC is inherent to thechain correlation.7.10 The chain-structure instabilityThe presence of chain-structure instabilities in BaTiO3, is since long underdiscussion. Historically, the debate was initiated during the late sixties by



7.10. THE CHAIN-STRUCTURE INSTABILITY 183Table 7.12: O{O longitudinal interatomic force constants (Ha/Bohr2) withrespect to a reference O atom at (.5, .5, .0).coordinate distance IFC DD part SR part(.5, .5, .0) 0.0000 +0:12741 �0:35322 +0:48062(.5, .0, .5) 5.3450 �0:02838 �0:03367 +0:00529(-.5, .5, .0) 7.5589 �0:00190 �0:00314 +0:00124(.5, .5, -1.0) 7.5589 �0:03212 �0:02295 �0:00918(-.5, .0, .5) 9.2577 �0:00183 �0:00289 +0:00106(-.5,-.5, .0) 10.6899 �0:00290 �0:00111 �0:00179(-.5, .5, -1) 10.6899 �0:00415 �0:00340 �0:00078(.5, -1, -.5) 11.9517 �0:00254 �0:00246 �0:00008(-.5, -.5, -1) 13.0924 �0:00113 �0:00129 +0:00016Comes, Lambert and Guinier [46, 47] who reported di�use X-rays scatteringfor crystals of BaTiO3 and KNbO3 in three set of planes normal to the cubicaxis. When a scattering is observed outside the directions of di�raction, itmust provide from a defect in the crystal periodicity. Clearly, the patternobserved by Comes et al. was the �ngerprint of a linear disorder in realspace. The subsequent controvert was on the static or dynamic nature ofthis linear disorder.Interestingly, di�use X-ray scattering is not a particular feature of ABO3compounds: similar features had been reported (even before Comes) byHonjo et al. [122], for a large variety of materials (Si, Al, LiF, NaCl...). Inmost cases, the origin of the disorder was identi�ed in the thermal oscilla-tions. For ABO3 compounds, it was therefore tempting to make the con-nection with Cochran's soft-mode theory of the ferroelectricity. H�uller [125]favored this approach and explained the results in terms of dynamical cor-relations from an empirical model with a low frequency TO branch withat dispersion along < 100 > directions.Di�erently, Comes et al. [46, 47] preferred to invoke a static disorderto explain their results and they proposed what is now usually referred toas the 8-sites model 19. In this model, it is suggested that the equilibriumposition of the Ti (Nb) atom is not at the center of the cubic unit cell butis slightly displaced along one of the <111> directions. It may therefore19The 8-sites model is di�erent from the model reported by Mason and Matthias [188].It remains also a reference in spite of the existence of more complicated but questionablemodels like in Ref. [131].



184 CHAPTER 7. PHONONSoccupy 8 equivalent positions. In this context, the di�use scattering is ex-plained by a strong correlation of the Ti positions along <100> chains. Asan additional argument to their model, they suggested that the correlationshould propagate through the subsequent displacement of the O atoms inan opposite direction to the Ti atoms.The controversy between the static and dynamic explanation of thelinear disorder is still now under debate. Some recent experiments arguein favor of the 8-sites model [61] while other authors prefer to refer toH�uller's explanation [277]. As already mentioned by Comes et al. [47], thisdiscussion is not central as both approaches involve the same underlyingconcept of correlation. The crucial question instead concerns the existenceand the mechanisms of correlation between the atomic displacements. Areatomic correlations really present? What is their microscopic origin? Thesequestions were still recently emphasized by Maglione and Jannot [180] whointroduced the concept of \relaxator ferroelectrics", that is based explicitlyon the existence of these chain structure correlations.In complement to the experiments, the chain-structure correlation wasrecently investigated from �rst-principles. Early computations, as thosereported in Chapter 3, have pointed out the existence of energy wells for �soft-mode distortions that are deeper for rhombohedral than for tetragonaltypes of displacements. This seemed to be a step toward the 8-sites model.However, it only concerned the cooperative displacement of Ba, Ti and Oatoms, correlated in all the di�erent unit cells. Consequently, it did notcontain any information on the form of the energy surface around a single-atom displacement and the requirement (or not) of a correlation to producean instability.In Section 7.8 we have seen that the form of the dispersion curves sup-port the idea of chain-correlation. In the previous Section, we have clearlyshown that BaTiO3 is not unstable with respect to the displacement of asingle atom. In this Section, we will quantify with the help of a simplemodel the correlation of the atomic displacements, required to observe aninstability.Let us consider that we have a bulk cubic crystal with the atoms frozenat their equilibrium position ��0 . Then, we allow displacements of Ti andO atoms belonging to a [100] single Ti{O chain of �nite but increasing size.The total energy of this system will be given by:E(��) = E(��0 ) +X�;�0 C1;1(�; �0) ��� ���0where C is the interatomic force constant matrix and the sum on � and �0is restricted to the Ti and O atoms that are allowed to move. With the help
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Chain length (atom)Figure 7.7: Lowest eigenvalue of the restricted force constant matrix as-sociated to atomic displacements along a �nite Ti-O chain of increasingsize.of this equation, we can track the appearance of an instability in terms ofthe length of the chain of displaced atoms. An instability will correspond toa speci�c displacement pattern that lowers the total energy of the system:it will be associated to a negative eigenvalue of the restricted force constantmatrix.In Fig. 7.7, we report the evolution of the lowest eigenvalue of the forceconstant matrix with respect to the length of the chain of moving atoms.Displacing only a single atom, the force induced on the Ti is larger thanthat on the O atom. With 3 atoms, we observe, at the opposite, thatthe Ti-terminated chain (Ti{O{Ti) is more stable than the O-terminatedone (O{Ti{O): it points out the important role of the Ti{Ti interaction.The di�erence between Ti and O terminated chains will disappear progres-sively with the chain length. It is seen that an instability takes place fora chain longer than 10 atoms (5 unit cells). This is in close agreementwith the correlation length estimated in the previous Section. It suggeststhat the behaviour of BaTiO3 is already well reproduced when consideringthe present isolated Ti{O chain of displacements. It con�rms also that thecorrelation between the di�erent chains may play a minor role.Going further, it seems interesting to check the role of the small couplingbetween Ti and O displacements. Freezing all the O atoms in such a waythat only the Ti atoms are allowed to move along the chain, we can repeatthe previous calculations. For this case, however, we do not observe any



186 CHAPTER 7. PHONONSinstability even for an in�nite chain of correlated Ti displacements. Thisresult aims to prove that the relatively weak coupling between Ti and Odisplacements still remains an important feature in the appearance of thestructural instability.Our calculations, performed within the harmonic approximation at zerotemperature does not allow to discriminate between the 8-sites and H�ullermodels. It has however con�rmed the existence of chains of correlation inBaTiO3. It has also revealed the crucial role of the coupling between O andTi displacements, that was hypothetically suggested by Comes et al. [47] toexplain the correlation. Going beyond the result presented here, Krakaueret al. have recently clari�ed the dynamic nature of the chain-structurecorrelation in KNbO3 from their �rst-principles results [148].7.11 ConclusionsIn this Chapter, we have described the computation of the phonon frequen-cies within a variational formulation of the density functional perturbationtheory and we have presented a useful scheme for the interpolation of thephonon dispersion curves. These formalisms have then been applied toBaTiO3. Our results allowed to address two fundamental aspects of theferroelectric instability.First, in agreement with the idea of Cochran, it was demonstrated thatthe ferroelectric instability originates in the compensation of the stabilizingshort range forces by a large destabilizing Coulomb interaction. In thiscontext, the Born e�ective charge appeared as a meaningful concept tounderstand the origin of anomalous dipolar forces in connection with theelectronic properties. The delicate nature of the balance of forces has beenemphasized. The origin of the stabilization of the ferroelectric mode underisotropic pressure and in the rhombohedral phase has been discussed.Second, it was observed that the displacement of a single atom is neverunstable in cubic BaTiO3. The appearance of an instability requires acorrelation of the atomic displacements along a Ti-O chain of minimum10 atoms. Our calculations con�rm the experimental evidence of lineardisorder in BaTiO3.It is �nally interesting to realize that these two aspects of the phasetransition are not independent from each others: the amplitude of the in-teratomic force constants responsible of the chain structure instability areindeed a direct consequence of the balance between the short range forcesand the Coulomb interaction.
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Chapter 8Density-polarizationfunctional theory8.1 IntroductionAll along this work, we made use of the density functional formalism asit is currently implemented for practical applications. Strictly speaking,it is a periodic-density functional theory applied to in�nite periodic sys-tems, themselves obtained by imposing Born{von Karman boundary con-ditions. As illustrated for the speci�c case of BaTiO3, this approach yieldsvery accurate prediction of the ground-state properties of periodic solids.Some exceptions were however pointed out: they concern the DFT bandgap(Chapter 1), the cohesive energy (Chapter 3) and the dielectric constant(Chapter 6). The �rst failure is well understood in terms of a functionaldiscontinuity in the Kohn-Sham exchange-correlation potential [214, 257],while the second is usually attributed to the LDA. The third failure is moretricky in that it is not easy to see whether it comes from the LDA or fromsome more fundamental feature of DFT. This problem has been an un-ceasing source of discussion since several years [167, 51, 192]. It was alsothe starting point of the reection that led to the results presented in thisChapter [94, 97, 98, 99].The idea of a density-polarization functional theory [94] arises from twoprevious major advancements. The �rst is the modern theory of the polar-ization, pioneered by Resta [243] and King-Smith and Vanderbilt [142, 283].For a long time, the macroscopic polarization of insulators was only acces-sible from their surface charge [156] and was a well-de�ned concept only for�nite clusters. The recent breakthrough was to reveal that the macroscopic189



190 CHAPTER 8. DPFTpolarization of insulators is intrinsically a bulk quantity, making it well-de�ned even for in�nite periodic systems obtained by imposing Born{vonKarman (BvK) periodic boundary conditions. However, it was formulatedas a Berry phase [311] of the many-body wavefunction [210]: it appearedtherefore as a quantity completely independent of the periodic part of thecharge density [243]. The second interesting result is the ultra non-localdependence of the exchange-correlation energy on the density pointed outby Godby and Sham [86]. The in�nite range of the exchange-correlation en-ergy functional is known since a long time [2]. However, Godby and Shaminterestingly reintroduced this feature in the context of semiconductors:they highlighted [86] that the exact exchange-correlation energy functionalshould present an ultra non-local dependence on the density accumulatedat semiconductor interfaces. As the macroscopic polarization is directlyconnected to a surface charge, this long-range dependency was implicitlysuggesting that the exchange-correlation energy should be dependent onthe polarization.In this Chapter, we go back to the more fundamental point of viewadopted in Chapter 1, 2 and 4, in order to scrutinize whether some un-expected feature should arise in DFT when switching from �nite to in�-nite systems. We start by reinvestigating the Hohenberg-Kohn (HK) [121]theorem for the speci�c case of in�nite periodic solids: restoring the free-dom of homogeneous electric �elds, we show that the HK functional is notonly dependent on the periodic density but also on another independentquantity, the macroscopic polarization. Repercussions will then be investi-gated on the Kohn-Sham (KS) [147] construction leading to the notion ofexchange-correlation electric �elds. Consequences of this new theory willbe investigated on di�erent ground-state properties, and in particular onthe macroscopic dielectric constant. Our process will occasionally clarifya well-known paradox of DFT. It has also aroused criticisms that will beexplicitly addressed. The origin of the polarization dependence in terms ofmicroscopic concepts will be �nally discussed.8.2 The Hohenberg and Kohn theorem8.2.1 ProblematicsIn Chapter 1, we have seen that the knowledge of the density n(r) of theground-state of a system with HamiltonianHv = Te+Uee+vext(r) uniquelydetermines the local potential vext(r) up to a constant (HK theorem [121]).It was then deduced that the total energy of the interacting system maybe written as a functional of the electronic density n(r). In Chapter 2,



8.2. THE HOHENBERG AND KOHN THEOREM 191macroscopic solids were replaced by in�nite periodic systems de�ned byimposing BvK periodic boundary conditions. The HK theorem, initiallydemonstrated for an arbitrary large but �nite number of electrons was thenimplicitly generalized to in�nite periodic systems. We now show that wemust be careful when imposing periodic boundary conditions.The starting point of our processes is the observation that the straight-forward application of an homogeneous electric �eld (linear potential), to asystem with a periodic potential does not allow for a ground-state solution[208]: indeed, a translation against the direction of the �eld by a wholenumber of lattice constants would always lower the electronic energy. Theimpossibility of a ground-state in the presence of a �nite electric �eld ren-ders invalid the original proof [121] of density functional theory for thiscase.In order to investigate consequences of switching from �nite to in�nitesolids, we will now restore the freedom of linear changes of potential byworking within perturbation theory. We start with an in�nite solid charac-terized by a periodic external potential vext(r) and a periodic density n(r).We then consider a general in�nitesimal change of potential, treated withina long-wavelength approach. The change of potential corresponding to anin�nitesimal electric �eld �E is (equations are written in one dimension forbrevity) �vE (r) = limq!0 �E : sin(qr)q = limq!0 �E2iq (eiqr � e�iqr): (8.1)We also allow for changes of potential that are periodic in space, with thesame periodicity as the unperturbed system: �vG(r) = �v(G) : eiGr with�v(G) = (�v(�G))� where G is a non-zero vector of the reciprocal lattice.These changes of potential are obtained, in the long-wave method, from theFourier components of the potential:�vG(r) = limq!0f�v(G+q)ei(G+q)r + �v(G�q)ei(G�q)rg (8.2)such that �v(G)2 = �v(G+q) = �v(G�q) .In response to these perturbations, at �nite q, the system will developchanges in density described similarly by �n(G�q). The long-wave part ofthis change in density, for q! 0, will be [217, 185, 240]�nP(r) = � limq!0 q : �P sin(qr); (8.3)where �P is the change of polarization for q = 0.The elaboration of a density functional theory for these perturbationsmust answer the following question:



192 CHAPTER 8. DPFTwhat quantities do we need in order to determine �E and the setof �v(G) uniquely?8.2.2 Perturbative analog to HK theoremKeeping in mind that we must stay within perturbation theory and treatonly in�nitesimal electric �elds, we now provide a perturbative analog ofthe �rst Hohenberg-Kohn theorem[121]:the knowledge of the change in density everywhere uniquelydetermines the change in potential.The following demonstration stays strictly within perturbation theory 1.We consider the Hylleraas minimum principle [128, 118]: a trial changein wavefunction �'t gives an upper bound on the second-order change inenergy �2E � h�'tjH � Ej�'ti+ (h�'tj�vj'i+ (c:c:)): (8.4)This principle is valid under the constraint h�'tj'i + h'j�'ti = 0. Theminimum is reached only for the �' that is the response of the quantum-mechanical system to the change of potential �v. When this change ofpotential is a one-body local operator, Eq.(8.4) becomes�2E � h�'tjH � Ej�'ti + Z �v(r)�nt(r)dr; (8.5)where the change in density �nt(r) is easily derived from the knowledge ofthe unperturbed wavefunction and the trial change in wavefunction. Nowconsider two changes in potentials �v1(r) and �v2(r) such that �v1(r) 6=�v2(r) + constant. The Hylleraas minimum principle applied to the per-turbation �v1(r) givesh�'1jH �Ej�'1i+ Z �v1(r)�n1(r)dr< h�'2jH �Ej�'2i+ Z �v1(r)�n2(r)dr; (8.6)while for the perturbation �v2(r), a similar inequality, where 1 and 2 areinterchanged, is obtained. Summing these two inequalities leads to0 < Z (�v1(r) � �v2(r))(�n2(r)� �n1(r))dr: (8.7)1This theorem could be proved by taking the in�nitesimal limit of �nite di�erences ofthe �rst Hohenberg-Kohn theorem[121], but this approach cannot be followed for electric�elds, since only in�nitesimal electric �elds are allowed.



8.2. THE HOHENBERG AND KOHN THEOREM 193Setting �n1(r) = �n2(r) would lead to a contradiction, showing that twodi�erent changes in potential must induce two di�erent changes in density.Thus, the knowledge of �n(r) everywhere uniquely de�nes the �v(r) thatinduced it.8.2.3 Periodic systemsThe same line of argument can now be used in the case of perturbations ofperiodic systems with �nite wavevector q, as previously de�ned. All quanti-ties have to be normalized to the unit cell volume. This normalization, anda Fourier transform, applied to the term R �v(r)�n(r)dr in Eq.(8.5), changesit into 
0PGf�v�(G+q)�n(G+q)+ �v�(G�q)�n(G�q)g. The limit q!0 isnow taken, for two di�erent perturbations described by f�E1; �v1(G)g andf�E2; �v2(G)g. The G = 0 term is isolated, and the long-wave values fromEq.(8.1) and (8.3) are used, leading to the following extension of Eq.(8.7) :0 < 
02 f (�E1��E2)(�P1��P2)+XG6=0(�v�1(G)��v�2(G))(�n2(G)��n1(G)) g:(8.8)If we now suppose �P1 = �P2 and �n1(G) = �n2(G), the expected contra-diction is obtained. From this result we conclude that:the change in potential and electric �eld can be deduced fromthe knowledge of the change in density and polarization thatwere induced by them.Note that the knowledge of the change of polarization is crucial, since it isthe quantity conjugate to the change of electric �eld in Eq.(8.8) : if �P1was allowed to be di�erent from �P2, Eq.(8.8) could be satis�ed for some�E1 6= �E2. The dependence on polarization is a remnant of the ultra-non-local dependence on the long-wave part of the change in density.8.2.4 Hohenberg-Kohn functionalBecause a truly periodic system has no ground-state when placed in a �niteelectric �eld, the previous result was obtained strictly within perturbationtheory. However, as reported recently by Martin and Ortiz (MO) [187],it can also be generalized for the case of �nite �elds when allowing formetastable solutions of �nite lifetime. Following the recurrence procedureintroduced by Nenciu [206], MO reinvestigated the HK theorem. Theyobtained a relationship similar to Eq. 8.8, that can be written following our



194 CHAPTER 8. DPFTnotation as:0 < 
02 f (E1�E2)(P1�P2)+XG6=0(v�1(G)�v�2(G))(n2(G)�n1(G)) g: (8.9)This result demonstrates that the periodic density and macroscopic polar-ization completely determine all properties of a system when macroscopicelectric �elds are allowed. Following the same line of thought as in Chapter1, we now deduce from Eq. (8.9) that the HK functional F [n], must bewritten, for the case of periodic solids when macroscopic �eld are allowed,as a functional of the periodic density and of the polarization:F [n(G);P]: (8.10)As the procedure of Nenciu [206] is not convergent but only asymptotic, wenote that this functional is only de�ned for polarizationP in an in�nitesimalregion around the polarization P0 observed under the condition of zeromacroscopic electric �eld.Focusing on the subclass of systems submitted to this condition of zeromacroscopic electric �eld, we observe that the term explicitly involving thepolarization is absent in Eq. 8.9. In this case, the original proof of HKapplies and the properties of the system are uniquely determined by theperiodic density alone. Within this class of problems, the periodic densitydetermines the external potential: n(G) ! vext(G). In turn, the exter-nal potential determines the many-body wavefunction and therefore themacroscopic polarization, i.e., vext(G) ! ' ! P. We note that deducing' from n(G), we have implicitly assumed knowledge of the speci�c formof the electron-electron interaction. It is only the additional knowledge ofthe electron-electron interaction that �xes unambiguously the polarizationfrom the periodic density.As the macroscopic polarization P0 of the many-body system underthe condition of zero macroscopic electric �eld is uniquely de�ned from theset of n(G), writing P = P0 + �P, we have the freedom of consideringalternatively: F [n(G);P]$ F [n(G); �P] (8.11)The latter functional has been introduced recently by MO [187]. However,in our work, we prefer to consider the �rst one. Indeed, if both can beequivalently considered at the level of the HK theorem, we will see laterthat the explicit knowledge of the absolute value of the polarization mayremain crucial within the Kohn-Sham construction (Section 8.5).



8.3. EXCHANGE-CORRELATION ELECTRIC FIELDS 1958.3 Exchange-correlation electric �eldsIn Chapter 1, we have seen that the KS formulation to DFT makes oneadditional hypothesis with respect to the HK theorem: it postulates thatany many-body interacting system can be mapped onto another system of�ctitious non-interacting particles. Keeping in mind that we are doing thesame hypothesis, we would like now to investigate the consequences of thepolarization dependence of the HK functional on the KS construction.Following the same line of thought as in Chapter 1, for periodic solidswhere the HK functional is of the form F [n(G);P], we introduce a �ctitiousindependent-particles system to which we impose to reproduce the correctperiodic density and polarization. The kinetic energy associated to thenon-interacting particles is de�ned as Ts[n(G);P]. Without worrying aboutthe domain of de�nition of Ts[n(G);P] 2, we also de�ne a KS exchange-correlation energy functional as:Exc[n(G);P] = F [n(G);P]� Ts[n(G);P]�
02 XG6=0 vH(G)n�(G) (8.12)We now demonstrate that the polarization dependence of the exchange-correlation energy leads to the existence of new \exchange-correlation elec-tric �elds". For that purpose, we scrutinize the formulation of the exchange-correlation terms appearing in the KS equation and its �rst-order analog(usually called a self-consistent Sternheimer equation). We will make useof the King-Smith{Vanderbilt [142] formula (KSV) for the macroscopic po-larization, establishing that within any periodic gauge:P = � 2i(2�)3 Z occXn < un;kjrkjun;k > dk: (8.13)We will also keep in mind the following link between the operator \r" andthe derivative with respect to the wave vector (\rk") :Pc rjun;k >= i Pc rkjun;k > (8.14)8.3.1 Kohn-Sham equationLet us start with the KS equation. Within the variational formulation ofthe Kohn-Sham formalism (Eq. 1.72), the exchange-correlation potential2The KS construction is possible only when F and Ts are de�ned on overlappingdomains of P. It is not necessary the case for polar solids, yielding the pathologydescribed in Section 8.5.



196 CHAPTER 8. DPFTappeared within a Euler-Lagrange equation. Following the procedure ofSection 1.7.3, we now write :Exc[n;P]�u�nk(r) = Z �Exc�n(r0) �n(r0)�u�n;k(r) dr0 + �Exc�P �P�u�n;k(r) (8.15)so that, using KSV, the term vxcjun;k >, appearing in the KS equation,must be replaced in the context of this Section by:vxcjun;k > � i(2�)3 �Exc�P rkjun;k > (8.16)From Eq. (8.14), the additional term appears as a potential linear in space.It corresponds to an exchange-correlation electric �eld:Exc = �Exc�P (8.17)We stress that this additional �eld is not a \real" electric �eld to whichthe electrons of the system are submitted and that will enter in the totalmacroscopic �eld introduced in Chapter 4. It is a \�ctitious" �eld thatonly a�ects the KS particles of the system. Even if unphysical, it appearsas a crucial part of the only e�ective KS potential able to generate thecorrect polarization. We will discuss more carefully in Section 8.5 someconsequences of the existence of this �eld on the correct DFT descriptionof polar solids. In Section 8.8, the microscopic origin of this �eld will bebriey discussed.8.3.2 Sternheimer equationSimilarly, within the linear response formalism introduced in Chapter 4,di�erent terms of the �rst-order KS potential will be inuenced by thepolarization-dependence of the exchange-correlation energy. Starting nowfrom the de�nitions introduced in Section 4.4.1, the term Pcv(1)xc ju(0)n;k >(Eq. 4.67) appearing in the �rst-order Sternheimer equation (Eq. 4.64) nowis written : Pcv(1)xc ju(0)n;k > � i(2�)3 E (1)xc Pcrkju(0)n;k > (8.18)whereE (1)xc = �Exc[n(G);P]�P�P jn(0)P(1) + XG6=0 �Exc[n(G);P]�n(G)�P jn(0)n(G)(1)(8.19)



8.4. ILLUSTRATION FOR A MODEL SEMICONDUCTOR 197Similarly, Pcv(1)xc0ju(0)n;k > now, a priori becomes:Pcv(1)xc0ju(0)n;k > � i(2�)3 E (1)xc0Pcrkju(0)n;k > (8.20)where E (1)xc0 = dd� �Exc[n(G);P]�P jn(0) (8.21)The second term of both Eq. (8.18) and (8.20) were missing in periodicDFT. In Section 8.6 and 8.7, we will investigate consequences of E (1)xc onthe exchange-correlation kernel and on the computation of the dielectricconstant. E (1)xc0 is zero when investigating the response to an applied macro-scopic electric �eld. However, the second term of Eq. (8.20) should havea contribution in the speci�c case of a functional explicitly dependent onboth P and �.8.4 Illustration for a model semiconductorAt this stage, we have reinvestigated the HK theorem and the KS construc-tion for the speci�c case of truly periodic systems. We have emphasizedthat, for this case, it is necessary to consider functionals of the periodicdensity and of the macroscopic polarization. We now exhibit two mainfeatures of our theory: (i) the knowledge of the density change alone is notsu�cient to deduce the periodic potential change and electric �eld change ;(ii) a non-zero polarization induces a KS exchange-correlation electric �eld.The system that we will consider is the model one-dimensional non-polarsemiconductor used by Godby and Sham in Ref. [86] (see also Appendix D).In this model, the periodic solid plus electric �eld is treated by the long-wave method in a supercell consisting of N basic unit cells of length a.The external potential plus the Hartree potential vext(x) + vH(x) is takento be the sum of two di�erent contributions: V0 cos(2�xa ) + � sin(2�xNa ).The �rst term has the periodicity of one unit cell, while the second, withthe periodicity of the supercell, corresponds to a slowly varying potentialof amplitude �. For an in�nitely long supercell, the second term mimicsthe action of an electric �eld. A self-energy operator, intended to mimicthe relevant many-body e�ects, is taken to be the non-local potential:�(x; x0; !) = f(x)+f(x0)2 g(jx � x0j) where f(x) = �F0[1 � cos(2�x=a)] isa negative function with the periodicity of one unit cell and g(y) is a nor-malized gaussian of width w = 2 a.u. We keep the same set of non criticalparameters as in Ref. [86].
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8.5. SPONTANEOUS POLARIZATION OF POLAR SOLIDS 199di�erence between the target and computed density is 4 parts per thousand.Our results contrast with a na��ve application of DFT theorems. Con-structing a DFT theory for a model system with a linear potential, �(vext+vH), superimposed on a periodic potential, we have therefore obtained twodi�erent KS e�ective potentials �vs;1 and �vs;2 yielding the same correctperiodic density. However, �vs;2 is not able to reproduce the polariza-tion (0.037 electrons), associated with the long-wavelength charge density.We observe that �(vext + vH) and the linear component �vlinears;1 of theKohn-Sham potential �vs;1 di�er by 15%, owing to the existence of theexchange-correlation electric �eld. As it will be clari�ed later, the size ofthe e�ect seems closely related to the DFT bandgap mis�t. As the bandgapproblem is a well known feature of DFT, a similar sizable e�ect is expectedfor real materials.Our purpose is now to examine more carefully what would be the con-sequence of the polarization dependence on di�erent speci�c ground-stateproperties.8.5 Spontaneous polarization of polar solidsThe �rst quantity that we would like to address is the spontaneous po-larization of polar crystals. Since the emergence of the modern theory ofthe polarization, the spontaneous polarization is indeed usually deducedfrom DFT calculations performed within the KS formalism, when impos-ing periodic boundary conditions. In this Section we show that the exactKS treatment of polar crystals (i) with the usual BvK boundary condi-tions, or (ii) from the macroscopic limit of large clusters, can give di�erentmacroscopic polarizations. Only (ii) is correct.8.5.1 ProblematicsThe correct de�nition of a macroscopic crystal is clearly as the limit ofa �nite crystal of increasing size. Fig. ??-a shows schematically the totalelectrostatic potential velec = vH+ vie + vappl in such a �nite crystal, wherevH is the electrostatic potential due to the ground-state electron density,vie is the potential due to the nuclei, and vappl is an applied potential,created by an external short-circuited capacitor, that maintains equality ofthe electrostatic potential on the two sides 3. In this context, the externalpotential is now vext = vie + vappl. The total electrostatic potential in3For the simplicity of the argument, we imagine that the capacitor is a classical device,in which case the analysis of electrostatics performed in Ref. [245] applies.



200 CHAPTER 8. DPFT
- 4

- 3

- 2

- 1

0

1

2

3

4

- 4 0 4 8 1 2

B

A

BulkSurface Surface

Density

Electrostatic
Potential

(a)

- 4

- 3

- 2

- 1

0

1

2

3

4

- 4 0 4 8 1 2

B

A

BulkSurface Surface

Density

Effective
Potential

(b)

- 4

- 3

- 2

- 1

0

1

2

3

4

- 4 0 4 8 1 2

B

A

BulkSurface Surface

Density

Effective
Potential

(c)

Figure 8.2: (a) The local electrostatic potential (external plus Hartree) ofa polar insulator, and the corresponding ground-state density. In the bulkregion the potential is periodic. Short-circuited capacitor plates are alsopresent. (b) The periodic e�ective potential that, when used in Kohn-Sham equations, is able to reproduce the density of the polar insulatorwithin the bulk region. The macroscopic polarization is not correct. (c)The e�ective potential that, when used in Kohn-Sham equations, is ableto reproduce the density shown in (a), in all the regions of space. Themacroscopic polarization is correct (in contrast to (b)).



POLAR SOLIDS 201the bulk region is periodic and, crucially for a non-zero polarization, non-centrosymmetric. The potential just outside the surface is �xed by theelectrostatic potential of the capacitor plates. The corresponding ground-state electron density is also shown. In the bulk region, it is periodic,with the same periodicity as the local potential 4. Close to the surface,the density deviates from perfect periodicity, although this e�ect decreasesexponentially with the distance from the surface [146].The macroscopic polarization of such a �nite solid is directly linkedto the total surface charge [156, 283]. Alternatively, within the moderntheory of the polarization, it can also be a priori determined, up to aquantum, from a Berry phase of the correlated many-body wavefunction ofthe bulk [283, 243, 142, 210, 244]. In practice, this polarization is currentlyobtained from a Berry phase of the one-body KS wavefunction associatedto a truly periodic system built from the periodic part of the �nite cluster.Vanderbilt and King-Smith argued [283] that the Berry phase of theoccupied KS wavefunctions possesses an exact physical meaning since thesurface charge must be exactly reproduced within DFT [283]. We nowshow the justi�cation of Vanderbilt and King-Smith apply to exact DFTonly when considering �nite solids, and not when applying BvK periodicboundary conditions.8.5.2 Kohn-Sham treatment of polar solidsThe crucial point when switching from �nite to in�nite solids is to takethe macroscopic limit correctly. For that purpose, we will �rst examine theconstruction of an exact KS theory for the case of �nite polar solids. Wewill then examine what is the correct limit of this theory for the case ofin�nite systems.Let us start with the �nite polar solid of Fig. (??-a). When construct-ing a KS theory for such system, we must �nd the local potential that isable to reproduce the density everywhere: in the bulk, but also in the sur-face region resulting in the correct polarization. Considering �rst only theperiodic density of the bulk region, the HK theorem applied to the KS sys-tem demonstrates that there is a unique periodic e�ective potential vs thatreproduces the particular periodic density (Fig. ??-b). However, from Eq.(8.8) it appears clearly that, once an additional electric �eld is allowed,there exists an in�nite family of KS potentials that gives the same bulkdensity but di�erent surface charge. Once the surface charge is de�ned, theKS electric �eld is determined. Nothing imposes however that it must bezero.4In this work, we do not consider symmetry breaking e�ects like charge- or spin-density waves



202 CHAPTER 8. DPFTAs recalled previously, the KS construction makes one additional hy-pothesis with respect to the HK formalism: it postulates that any many-body system can be mapped by another system of �ctitious non-interactingparticles. At this stage, it would be an additional and more stringent hy-pothesis to postulate that the subset of interacting many-body systems un-der the condition of zero macroscopic electric �eld can always be mappedwithin the subset of non-interacting systems submitted to the conditionof zero macroscopic e�ective �eld. The HK theorem imposes that thereis at most one non-interacting system that reproduces the correct densityeverywhere, without imposing any restriction on the associated e�ective po-tential. Our point is that there is not necessary a correspondence betweenthe subsets of systems under the condition of zero electric �eld, de�ned fordi�erent electron-electron interactions.A priori, the e�ective KS potential associated to a polar solid maytherefore contain a linear contribution and has the form represented inFig. (??-c). Imposing additional condition of zero macroscopic electric �eldwould constraint the KS polarization to an arbitrary value P0s that is notnecessarily that of the many-body system P0.This situation is illustrated di�erently in Fig. (8.3-a), where we haveplotted the polarization of the many-body and Kohn-Sham system in termsof the electric �eld to which the electrons and KS particles are submittedin each representation 5. For a �nite insulator of length L, the polariza-tion remains only well de�ned within a range of �elds (E) such that theassociated change of potential (E :L) is smaller than the gap. Beyond thispoint the system becomes metallic and the polarization is no more relatedwith the bulk wavefunctions. The graph makes use of the fact that themany-body and KS systems have di�erent polarizability (the slope dE=dPat the origin is di�erent in both cases) and di�erent bandgap (the switchfrom insulator to metal arrives for a di�erent strength of the electric �eld).It corresponds to a usual case where the bandgap is underestimated withinthe KS description.Fig. (8.3-a) illustrates a general situation where the KS system mustdevelop an exchange-correlation electric �eld in order to yield the correctpolarization P0. Interestingly, it also points out that a problem naturallyarises in the KS system when taking the macroscopic limit, from the factthat an arbitrarily large system cannot sustain a �nite electric �eld. As thecluster is made larger, a point will indeed be reached where the variationin potential from one side of the cluster to the other, due to the homoge-neous exchange-correlation electric �eld, reaches the DFT bandgap of thematerial. Beyond this point, the KS electronic system is metallic and the5Non-linear e�ects are ignored.
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Figure 8.3: Field-polarization curves (non-linear e�ects are ignored) for themany-body (MB) and Kohn-Sham (KS) systems associated to �nite clustersof increasing size (see text). The graph makes use of the fact that the MBand KS systems have di�erent polarizability and di�erent bandgap.



204 CHAPTER 8. DPFTband edges will \pin" the e�ective potential. As the cluster is made stilllarger, charge will ow freely from one face to the other in order to main-tain the correct macroscopic polarization. This is illustrated in Fig. (8.3-b).The magnitude of the homogeneous electric �eld will now change with thesize of the cluster : in the limit of large cluster size, the e�ective homo-geneous electric �eld required to reproduce the correct polarization willbecomes in�nitesimally small, although crucially non-zero. Replacing nowour arbitrary large cluster by an in�nite system, obtained by imposing BvKboundary conditions, the in�nitesimal electric �eld is forbidden and the cal-culation provides the incorrect value P0s for the polarization. It is thereforea speci�c case for which the truly periodic solid is not strictly equivalentto a �nite solid of increasing size.The existence of an exchange-correlation electric �eld, in the absenceof a real macroscopic electric �eld, may appear surprising. However, thenegation of that result would be equivalent to state that P0s = P0. Interms of Fig. (8.3-a), this situation would correspond to the fact that themany-body and KS curves cross at E = 0. If it is not a priori excluded,it is only a particular case of the most general situation presented in theforegoing. Up to now, there is no argument establishing why this speci�csituation should be preferred.To clarify unambiguously the debate would basically require to comparethe polarization computed from a real many-body wavefunction to that ofthe KS system. It would necessitate a realistic many-body wavefunctions,unfortunately unavailable. Di�erently, at the level of our model, the phe-nomenon is already observed.8.5.3 Model calculationFor the purpose of this Section, our one-dimensional model semiconductorhas been slightly modi�ed in order to mimic a polarized solid. In this newmodel the electrostatic potential is periodic and asymmetric: velec(x) =Vc cos 2�xa + Vs sin 4�xa . The non-local self-energy operator, intended tomimic the relevant many-body e�ects, has the same non-local form as inthe �rst calculation.As for the previous illustration, the Schr�odinger equation containing theself-energy operator is �rst solved by direct diagonalization using a plane-wave basis set. The density is deduced from the sum of the squares ofthe eigenfunctions. From this result, using standard iterative optimizationtechniques, we then construct an exact density-functional theory by deter-mining the local potential vs(x) which, when �lled with non-interactingelectrons (no self-energy operator), reproduces the same electron densityas in the self-energy calculation. Fig. 8.4 presents the function velec(x), as
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Figure 8.4: The electrostatic potential velec(x), the electron density n(x)and the Kohn-Sham e�ective potential vs(x) of the model one-dimensionalsemiconductor are shown when periodic boundary conditions are imposed.The Kohn-Sham electrons correctly reproduce the electron density, but notthe macroscopic polarization.well as the density n(x), and the e�ective potential vs(x), for the followingset of parameters : a0 = 4 a.u., Vc = Vs = 2:72 eV, Fo = �4:08 eV, w = 2a.u.Using the Berry-phase approach [243, 142], we are now able to com-pute the polarization 6. In the self-energy calculation, the polarizationis 22:68 10�3 electrons with respect to the centrosymmetric system withVs = 0, while that calculated from the Berry phase of the Kohn-Shamwavefunctions is 21:99 10�3 electrons. The two polarizations di�er by 3%,well outside the calculational error bar.It is important to understand correctly the previous result. Consider-ing an hypothetical system for which the model calculation including theself-energy operator is considered as exact, and constructing a KS theoryfor that system, our calculation has demonstrated that nothing in the KSconstruction has imposed to the polarization to be correctly reproduce.Similarly, nothing guarantees that the polarization P0s of a the KS sys-tem associated to a polar solid must be equivalent to P0.6The standard Berry phase analysis is applicable to our system, showing the exactpolarization to be proportional to the Berry phase of the eigenfunctions of the non-localHamiltonian. This is distinct from the Berry phase of the Kohn-Sham wavefunctions.



206 CHAPTER 8. DPFT8.5.4 Conclusions and practical issuesIn summary, from the foregoing, we suggest that, for a polar insulator, whenBvK periodic boundary conditions are used, the polarizations calculatedfrom the Berry phase of the KS wavefunctions and from the Berry phase ofthe correlated wavefunction may di�er, because the DFT e�ective potentialis prevented from acquiring a linear part. When a large cluster is used forthe KS calculation, a homogeneous e�ective exchange-correlation \electric�eld" develops in order to correctly reproduce the polarization. The KSsystem becomes metallic.We note that approximate density-functionals such as the Local Den-sity Approximation (LDA) and the Generalized Gradient Approximation(GGA), that do not retain any long-wavelength dependence in the density,always fail to yield an exchange-correlation electric �eld. Within these ap-proximations, using BvK boundary conditions or �nite clusters incorrectlyprovide the same value of the polarization. Moreover, any improvement tothese functionals which retains a dependence only on the periodic densitywill be similarly awed.Paradoxically, the lack of polarization dependence of the usual approxi-mate functional can be viewed as a \practical advantage": the computationof the polarization under BvK conditions (from a Berry phase of the KSwavefunctions) is indeed intrinsically easier than from the limit of largeclusters and constitutes a consistent procedure within these approxima-tions. This justi�es the calculations performed in the previous Chapters.8.6 The exchange-correlation kernelAs introduced in Section 8.3, not only the ground-state properties of polarcrystals but also the response function of any solid to perturbation inducinga macroscopic polarization will be a�ected by the polarization dependenceof the exchange-correlation energy. This involves quantities that can be for-mulated as a derivative of the total energy with respect to an electric �eld.It also concerns the response to atomic displacement pattern accompaniedby a macroscopic �eld, as for the case of long-wavelength phonons. Ineach case, the polarization dependence of the exchange-correlation energyis summarized in the long-wavelength behaviour of the exchange-correlationkernel 7. In this Section, we will be only concerned by the response of non-polar solids.7As mentioned in Section 8.3, a contribution should also appears from v(1)xc0. In whatfollows, we will neglect this contribution.



8.6. THE EXCHANGE-CORRELATION KERNEL 2078.6.1 ProblematicsThe exchange-correlation kernel naturally appeared in Chapter 4 when in-vestigating the response of the KS system to an external perturbation. Itwas de�ned as the second derivative of the exchange-correlation energy withrespect to the density or, alternatively, as a �rst derivative of the exchangecorrelation potential:Kxc(r; r0) = �Exc�n(r)�n(r0) = �vxc(r)�n(r0) : (8.22)This quantity was then involved in the di�erent responses that were investi-gated in Chapters 5, 6 and 7. From the variational expression of the secondderivative, it appears clearly that a correct description of Kxc is mandatoryto obtain the right answer.Alternatively to the formalism introduced in Chapter 4, the response ofsolids to an external perturbation is also currently addressed in terms ofthe polarizability matrix that, for instance, can be directly related to thedielectric constant. In order to make the link with this di�erent approach,a few de�nitions will now be introduced.The polarizability matrix � is the basic quantity characterizing the re-sponse of the electronic system to an external perturbation. It is de�nedas: �n(r) = Z �(r; r0) �vext(r0) dr0 (8.23)For the KS system an independent-particle polarizability �o may also beintroduced, relating the change of density to that of the e�ective KS po-tential: �n(r) = Z �o(r; r0) �vs(r0) dr0 (8.24)From the relationship between external and KS potential (vs = vext +vH + vxc), both polarizability are related to each other by the followingrelationship (making use of matrix notations):��1o = ��1 + VC +Kxc (8.25)where VC is the conventional Coulomb potential (i.e. the \kernel" of theHartree potential). As reported by Adler and Wiser [1, 302], �o can bedirectly computed from the KS electronic wavefunctions. From Eq. (8.25),we conclude that Kxc plays a major role when deducing � from �o.We now demonstrate that the polarization dependence of Exc imposesa requirement on the form of Kxc that is however not satis�ed by the



208 CHAPTER 8. DPFTusual local approximations (LDA, GGA). In Section 8.7, we will discussthe consequence of this fact on the di�erent de�nitions of the dielectricconstant.8.6.2 The exact long-wavelength behaviourLet us �rst investigate the long-wavelength behaviour of the exchange-correlation kernel of insulators. For that purpose, we adopt a perturbativeapproach and the same long-wavelength technique than in Section 8.2. Thechange of external potential �vext produced by an in�nitesimal homoge-neous electric �eld �Eext is (written in one-dimension for brevity):�vext(r) = limq!0 �Eext2iq (eiqr � e�iqr) (8.26)In response to this perturbation, the system will develop a change of density�n. Due to the Umklapp process, it may contain contributions at di�erent(q+G) vectors (where G belongs to the reciprocal lattice). Within linearresponse, the long-wave part of �n takes the form:�n(r) = � limq!0 q2i �P (eiqr � e�iqr) (8.27)where �P is the change of polarization for q = 0.The self-consistent screening potential will also generally contain long-wave and more rapidly varying terms. Its long-wave part will be composedof an Hartree contribution, corresponding to the screening of the applied�eld due to the Coulomb interaction. Moreover, as previously discussed,the polarization dependence of Exc will manifest through an additionalexchange-correlation electric �eld �Exc so that for q ! 0:�vscr(q) = �vH(q) + �vxc(q) = 4�q2 + �Exc2iq (8.28)From Eq. [8.22], the exchange-correlation kernel is de�ned as �vxc =Kxc�n. Isolating the long-wave term from the other contributions, followingnotations of Ref. [127] we obtain (G here stands for all non-zero vectors ofthe reciprocal lattice) :� 1q �Exc2i�Vxc;G � = � 1q2Kxc;00 1q Kxc;0G01q Kxc;G0 Kxc;GG0 �� �q �P2i�nG �In order for the exchange-correlation �eld to be �nite when a �nite change ofpolarization takes place, the head of the exact exchange-correlation kernel



8.6. THE EXCHANGE-CORRELATION KERNEL 209must exhibit a O(1=q2) divergence in the limit of q ! 0 (i.e. Kxc;00 is�nite). For the same reasons, the wings of Kxc present a O(1=q) divergence(i.e. Kxc;0G is �nite). Both these divergences are a direct consequenceof the polarization-dependence of Exc, that materializes as an additionale�ective electric �eld 8.8.6.3 The one-dimensional model semiconductorThe previous result can interestingly be illustrated in the case of our modelone-dimensional semiconductor for which the exchange-correlation kernelcan be computed exactly (within the model). As a reminder, in our model,the sum of the external and Hartree potential is taken to be: vext(x) +vH(x) = Vo cos(2�x=a), where a is the unit cell length. The non-local self-energy operator, intended to mimic many-body e�ects keep the same formthan in Section 8.4.As for the previous illustrations, the Schr�odinger equation containingthe self-energy operator is �rst solved by direct diagonalization using aplane-wave basis set and a supercell technique. The \exact"density is de-duced from the sum of the square of the occupied eigenfunctions. Usingnon-linear optimization technique, an exact DFT is then constructed by de-termining the local potential Ve� , which, when �lled with non-interactingelectrons, reproduce the density obtained when including the self-energy op-erator. As in Section 8.4, we adopt the non-critical parameters of Ref. [86],In order to compute the polarizability � of the system one must takeinto account that the total potential is made of the external potential andthe Hartree potential (plus the constant non-local self-energy operator).As a consequence, the computation of responses to changes in the totalpotential, using the wavefunctions obtained with the self-energy operatorand a sum-over-states technique [1], gives a matrix ~�o, connected to thepolarizability matrix � by (compare with Eq. (8.25))~��1o = ��1 + VC (8.29)From our KS wavefunctions, that reproduce the same density, it is alsopossible to compute the KS independent-particle polarizability, �o, using asimilar technique. For that case, the relationship between � and �o is givenby Eq. (8.25). As the polarizability must be correctly reproduced withinDFT, � is identical in Eq. (8.25) and Eq. (8.29) so that we obtain thefollowing relationship, that allows Kxc to be determined :Kxc = ��1o � ~��1o (8.30)8This behaviourwas already apparent from the long-wavelength behaviour of the �rstand second terms of Eq. (8.19).
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)  Figure 8.5: The diagonal part of the exchange-correlation kernel for theone-dimensional model semiconductor. The result was obtained for a 80unit-cell supercell (320 a.u.). The O(1=q2) character of the Kxc divergenceis exhibited in the inset by the non-zero intercept of q2:Kxc(q; q).In Fig. 8.5 we have plotted the diagonal part of the computed Kxc. Thecalculation was performed on a 80-unit-cell, which guarantees a convergencebetter than 0.7%. We observe a divergence in the limit of q ! 0 . Theinset points out its O(1=q2) character.We note that, for our model, the divergence of Kxc is independent oflong-range correlation e�ects 9. Inclusion of these e�ects would simplya�ect the coe�cient of the Kxc(q; q) divergence 10.8.6.4 Within LDA and GGA'sThe previous divergence of the exchange-correlation kernel appears as adirect consequence of the polarization-dependence of Exc. We now showthat the correct behaviour is not reproduced within the usual LDA andGGA.9In Ref. [192], it was pointed out that the XCLF correction to the Green's functionapproach diverges like O(1=q2). However, even without this additional e�ect, a O(1=q2)divergence is observed in the present model calculation.10The success of the scissor-correction (that roughly adjusts the DFT dielectric con-stant to its Green's function RPA value) seems however to prove that this additionalcorrection should be small.



8.6. THE EXCHANGE-CORRELATION KERNEL 211Within the LDA,Kxc(r; r0) = �vLDAxc�n ����r : �(r� r0): (8.31)The Fourier transform of this kernel, diagonal in real space, is such thatKxc(q;q) is independent of q [127] and does not satisfy the previous con-dition.For generalized gradient approximations, the situation is similar. Ingeneral the gradient-corrected exchange-correlation energy has the formExc[n] = Z �xc[n(r);rn(r)]dr; (8.32)with the corresponding potential :Vxc(r) = @exc@n ����r �r � @exc@rn ����r (8.33)The relationship between the long wavelength exchange-correlation poten-tial and the long wavelength density is therefore given by :Kxc(q;q) = 1
 � Z
 @2exc@n2 ����rdr�2iX� q� Z
 @2exc(@n)(@(@�n)) ����rdr�X�� q�q� Z
 @2exc(@(@�n))(@(@�n)) ����rdr � (8.34)The �rst term of the right member of this equation is similar to the oneappearing in the LDA. Eq. (8.34) makes clear that the gradient correctionproduces terms with extra powers of q, but not the required O(1=q2) di-vergence. Contrary to what was expected by Mazin and Cohen [192], theGGA has therefore no apparent ability to improve upon the LDA behaviourin this respect.At the opposite, within the exact-exchange OEP method [99], it willbe demonstrated later (Section 8.8) that the exchange-energy exhibits apolarization dependence that physically originates in a polarization of theexchange hole in the exchange-correlation �eld. Within this method, theexchange kernel will therefore present the above-mentioned divergence.



212 CHAPTER 8. DPFT8.6.5 The metal-insulator paradoxWe are now mentioning an interesting analogy. In connection with the KSbandgap problem, it was shown by Godby and Needs [84], within certainapproximations, that the ground state of a periodic insulator is sometimesdescribed as metallic in the KS approach to DFT. This is particularly strik-ing in that the long-wavelength behaviour of the polarizability matrix � foran insulator is qualitatively di�erent from that of a metal, while � is aground state quantity and should be correctly obtained within DFT. In or-der for � to be correctly reproduced from �o, they deduced that Kxc mustexhibit some a priori unexpected features. We now argue that a O(1=q2)divergence is required.Indeed [217], the KS independent-particle polarizability of a DFTmetal-lic ground-state behaves like limq!0 �o(q; q) = , while for a cubic insula-tor, one has limq!0 �o(q; q) = �q2 11. The head of the polarizability matrix�(q; q) for a metal (interacting electrons, not KS electrons) behaves exactlyas � q24� in the long-wavelength limit, which corresponds to complete screen-ing of the Coulomb potential, while for cubic insulators, it is � q24��, where �is a positive constant smaller than one, describing the incomplete screening.Using now Eq. (8.25), and neglecting the local �elds e�ects, one easilysees that in order to have altogether no divergence in ��1o (q; q) (metallicKohn-Sham ground state), and divergences in ��1(q; q) and VC with di�er-ent coe�cients (incomplete screening of the insulating system), one musthave 1 = � 4��q2 + 4�q2 +Kxc(q; q); (8.35)requiring a O(1=q2) divergence in Kxc(q; q). We note that generalizationto the case where local �elds are included is trivial and simply leads to anadditional O(1=q) divergence in Kxc(q; q + G).In the framework of this Section, a divergence appears in Kxc in orderto compensate the incorrect screening of the KS system. We will see later(Section 8.7.2) that the same mechanism must similarly appear as soon asthe bandgap is incorrectly described within DFT.8.7 The dielectric constantThe failure of DFT-LDA calculations to reproduce the experimental dielec-tric constant is well-known. As illustrated in Chapter 6 for BaTiO3, theerror goes well beyond that usually observed for other properties within the11 and � are some non-zero constants.



8.7. THE DIELECTRIC CONSTANT 213LDA. Consequently to this unpleasant feature, Levine and Allan [166, 167]proposed a simple \LDA+ scissors correction" approach to the dielectricresponse, in which a constant shift � is imposed on the conduction bandswith respect to the valence bands, to reproduce the correct bandgap. Thedielectric tensor in this approximation has been found to be within a fewpercent of the experimental data for more than a dozen semiconductors andinsulators [166, 167, 168, 33]. But, as emphasized by Dal Corso, Baroni,and Resta [51], there is no immediate justi�cation within DFT of this suc-cessful procedure. Di�erently, the latter authors correctly pointed out thatthe dielectric response is a ground-state property that must be correctlydescribed within DFT. Any improvement in the direction of the true func-tional should therefore improve the result. Consequently, they computedthe dielectric constant of Si within GGA, but only with limited success.In this Section, we clarify the mechanism by which DFT succeeds in re-producing the correct dielectric response. This is closely related to the pre-viously discussed O(1=q2) behaviour of the exchange-correlation kernel andit allows to clarify why the GGA correction has a rather limited success. Wealso briey mention how the scissor correction appears as an approximateway of bypassing the polarization dependence of the exchange-correlationenergy.8.7.1 The exact dielectric responseWithin the electrostatics, the optical dielectric constant can be obtainedas [144]: �1 = 1 + 4�@P@E (8.36)where P is the macroscopic electronic polarization and E is the macroscopicelectric �eld. Within DFT, a complication arrives due to the exchange-correlation term. Consequently, di�erent approximations were proposedthat depend (i) whether P was computed when including the exchange-correlation correction, (ii) whether E if the �eld felt by a test charge or bythe Kohn-Sham electrons.For periodic solids, Umklapp processes are allowed by the particulark-space topology. In order to include the associated local �elds e�ects inthe computation of �1, Adler and Wiser [1, 302] introduced a formalisminvolving the inverse dielectric matrix, de�ned as��1(q+G;q+G0) = �ve�(q +G0)�vext(q +G) (8.37)



214 CHAPTER 8. DPFTThe connection with the dielectric constant is given by:�1 = 1��1(q;q) (8.38)The demonstration was reported at the RPA level. The next step wastherefore to include correctly the correction induced by the exchange andcorrelation e�ects [271].In the test-charge formulation, the e�ective potential appearing in Eq.[8.37] is chosen as that experienced by a hypothetical classic charge andreduces to �ve� = �vext+ �vH. The Hartree potential is however consideredas that produced by the response of the quantum system so that �vH =VC �n, where �n = �o[�vext+ �vH + �vxc]. Within these hypothesis (in onedimension), 1��1TC(q; q) = 1� �vH(q)�vext(q) + �vH(q) (8.39)= 1� 4�q2 �n(q)�vext(q) + �vH(q) (8.40)Making use of the relationship that exist in the long-wave approach be-tween �eld and potential and between charge and polarization, we recoverEq. [8.36] where �P was obtained when including the exchange-correlationcorrections and �E is the applied �eld only screened by the Coulomb inter-action.In the electron formulation, the e�ective potential appearing in Eq.[8.37] is replaced by that felt by the Kohn-Sham electrons and that is equalto �ve� = �vext + �vH + �vxc . The Hartree potential is obtained as in theprevious formulation. The dielectric constant so becomes equal to:1��1e� (q; q) = 1� �vH(q) + �vxc(q)�vext(q) + �vH(q) + �vxc(q) (8.41)= 1� 4�q2 (1 +Kxc;00=4�) �n(q)�vext(q) + �vH(q) + �vxc(q) (8.42)We now examine the interplay between these formulas and the new in-sights previously given in this Chapter. A �rst interesting point is that,in absence of polarization dependence (�vxc(q) = 0), Eq. [8.41] reducesto Eq. [8.39]. Within the LDA or the GGA, �e� and �TC are thereforeidentical. Going beyond these approximation, we observe that the elec-tron de�nition does not reduce to the electrostatics one when including theexchange-correlation contribution in the macroscopic �eld, but also considera modi�ed Coulomb interaction.



8.7. THE DIELECTRIC CONSTANT 215This distinction being made, it is now possible to analyze the directe�ect of the divergences of head and wings of Kxc on both de�nitions ofthe dielectric matrix. Following Singhal and Callaway [271], we use theequality �n = �o[�vext + �vH + �vxc] to �nd the form of the dielectricmatrices in terms of �o, VC and Kxc. This yields [271]:�TC = 1� VC�o [1�Kxc�o]�1; (8.43)�e = 1� [VC +Kxc]�o: (8.44)As the head and wings of �o behaves like O(q2) and O(q) in the limit ofq ! 0 [127], the presence of O(1=q2) and O(1=q) divergences for the headand wings of Kxc will induce a �nite contribution to all the elements of thematrix Kxc�o which, in turn, will a�ect all the elements of both dielectricmatrices. Consequently, it appears clearly that, when using approximatefunctionals that do not reproduce the correct Kxc divergence, the head ofthe dielectric matrix and therefore the macroscopic constant will be wrongfrom a �nite amount.Similarly, consequences of the divergence of Kxc on the value of the test-charge dielectric constant can be highlighted from our variational approachto the density functional perturbation theory. Going back to Chapter 6,the element ��� of the dielectric tensor can be obtained from ~EE��E�el , inwhich the exchange-correlation contribution appears as (see Eq. 6.4):12 Z
oKxc(r; r0) [nE�(r)]� nE� (r0) dr dr0: (8.45)As nE� (q) behaves like O(q) in the limit of q! 0, we deduce that the (q; q)and (q; q +G) terms will contribute from a �nite amount to ~EE��E�el whenthe Kxc matrix exhibits the correct long-wavelength behaviour.Interestingly, we note that, within our variational approach, the previ-ous discussion can be trivially extended to the case of another quantity. Inparticular, it is straightforward to demonstrate from the expressions pro-posed in Chapters 5 and 7, that the Born e�ective charges and dynamicalmatrix in the limit of q! 0 are a�ected by a �nite correction when includ-ing the correct divergence of the exchange-correlation kernel.8.7.2 Exact DFT and \LDA+scissors" approachWe are now ready for understanding more clearly the mechanism by whichDFT succeeds to reproduce the correct dielectric response. Indeed, thismechanism appears transparent from our model calculation.



216 CHAPTER 8. DPFTAs highlighted by Adler and Wiser [1, 302], the independent particlepolarizability matrix is directly accessible from the independent-particlewavefunctions. Its long-wavelength part is obtained in the limit of q! 0 as(v and c indices run on the valence and conduction bands respectively) [127]:�o(q;q) = 4
 Xc;v;k jqj2 < uv;kjrjuc;k >< uc;kjrjuv;k >(�v;k � �c;k) (8.46)In our model, the previous expression was used to compute �o and ~�o.We know that both calculations must in �ne lead to the correct answer�. However, �o and ~�o have di�erent long-wavelength behaviours. Thematrix elements appearing in Eq. (8.46) may di�er in both computations.Moreover, the DFT bandgap problem will induce an incorrect screeningin the KS system: usually, the DFT bandgap underestimates the quasi-particle bandgap so that �o(q; q) > ~�o(q; q). From Eq. (8.30), we observethat the O(1=q2) divergence of Kxc(q;q) appears for compensatingthe di�erent O(q2) behaviours between �o(q; q) and ~�o(q; q) inorder to yield �nally the right answer �.The scissors correction naturally arises in this speci�c context. Withinthe LDA, we have shown that Kxc does not exhibit the correct behaviour.Assuming that the LDA and quasi-particle wavefunctions are nearly iden-tical, the di�erence between �o and ~�o appears essentially connected tothe DFT bandgap problem. The scissor operator introduced by Levine andAllan [166, 167], appears therefore as a crude tool that roughly eliminatesthe di�erence between �o and ~�o: it so arti�cially compensates the absenceof divergence of the LDA approximate Kxc.A similar approach was taken independently by Aulbur, J�onnsson andWilkins [5] who estimated for real materials the amplitude of Kxc;00. Re-markably, they observed that the experimental dielectric constant can bereproduced correctly if the coe�cient Kxc;00 is chosen approximately con-stant for common semiconductors. More generally, they found that Kxc;00scales roughly linearly with average bond length in the material. Goingbeyond the basic arguments presented in this Section, they also extensivelyinvestigated the pertinence of the scissors correction. Moreover, their dis-cussion was not restricted to the dielectric susceptibility but also concernednon-linear optical responses.



8.8. ORIGIN OF THE POLARIZATION DEPENDENCE 2178.8 Origin of the Polarization dependence8.8.1 The exchange-correlation holeUp to now, we essentially discussed consequences of the dependence onpolarization of the exchange-correlation energy. Independently, another in-teresting issue directly concerns the microscopic origin of this polarizationdependence. The debate was initiated a few months ago by R. Resta [245]who reintroduced in the discussion the concept of exchange-correlation hole,described in Chapter 1. From his study, he proposed that, in order to ob-serve a polarization dependence, the many-body wavefunction of insulatorsshould display some kinds of long-range correlation. More explicitly, theexchange-correlation hole around each electron would not necessarily inte-grate to �1 within a microscopic range but should be partly delocalizedat the surface of the material. As the exchange hole integrates to �1 overa microscopic distance, this phenomenon would be a purely correlation ef-fect. In response to this intriguing assertion, Vanderbilt and Langreth [285]as well as Martin and Ortiz [186] pointed out arguments suggesting thatnxc' (r2jr1) should have a decay like 1=(r1 � r2)�3. In response Resta [246]emphasized that such arguments are restricted to perturbation theory, sokeeping open the debate on the localization of the exchange-correlationhole.Independently, Martin and Ortiz [186] also argued that the polarizationdependence of the KS exchange-correlation energy should �nd its origin inthe polarizability of a localized exchange-correlation hole within the �eldinduced by the polarization charges. From this point of view, it seemsclear that a polarization dependence discussed in this Chapter do not re-quire any long-range correlation. As a proof, we now show that the DFTexchange energy (without correlation) already exhibits dependence on thepolarization although the exchange hole integrates to �1 in the bulk [99].8.8.2 Polarization dependence of the exchange energyFrom what was previously discussed, it is clear that a O(1=q) divergence inthe long-wave part (q! 0) of the exchange potential vx(q) = �Ex�n�(q) (cor-responding to an homogeneous exchange electric �eld) is a necessary andsu�cient condition for the exchange energy to depend on the polarization.As mentioned in Chapter 1, the exchange energyEx = �14 ZZ (r; r0) (r0; r)jr� r0j dr dr0; (8.47)



218 CHAPTER 8. DPFTcan be computed from the �rst-order density matrix obtained from Kohn-Sham (KS) wavefunctions [248, 170]:(r; r0) = occXi  �i (r)  i(r0): (8.48)A tractable scheme for computing the exchange potential was recentlyproposed by G�orling and Levy [104], with the components of the KS po-tential taken as independent variables. In our case, using the chain rule,vx(q) = XG �Ex�vs(q+G) �vs(q +G)�n�(q)= XG ��10 (q;q +G) �Ex�vs(q+G) ; (8.49)where �0 is the independent-particle polarizability of the KS electronicsystem. The important physics is contained in the G = 0 component(while other reciprocal-lattice vectors describe local �elds).Thanks to the O(1=q2) divergence of ��10 in the long-wavelength limit,one requires a contribution of order q from �Ex=�vs(q) for the O(1=q)divergence of vx(q) to arise.From Eq. (8.47), one �nds�Ex�vs(q) = �12 ZZ (r; r0)jr� r0j �(r0; r)�vs(q) dr dr0: (8.50)The long-wave change in the KS potential can be written [94] as �vs(q) =�E=2iq (where �E is the KS e�ective electric �eld), so that:�(r0; r)�vs(q) = 2iq �(r0; r)�E : (8.51)The �nal step in the proof comes from the fact that the density matrixbuilt from KS wavefunctions indeed depends on the long-wave change in theKS potential or, equivalently, that the exchange hole polarizes [187] whenplaced in a KS e�ective electric �eld. This is easily seen in the followingexample. Consider a 3D periodic array of widely spaced helium atoms,with its corresponding KS potential and associated KS wavefunctions. Theexchange hole, for an electron close to one helium atom, is equal to minushalf the density surrounding this helium atom, and integrates to �1. Ifan independent KS electric �eld is now applied, the density around eachatom, and hence also the exchange hole, will polarize. The dependence ofthe DFT exchange energy on polarization is thus demonstrated.



8.9. CONCLUSIONS 219This result establishes that the polarization dependence of the exchange-correlation energy do not requires any long-range correlation e�ects as sug-gested by Resta [245]. However, it does not invalidate the existence of suchcorrelation e�ects that would in turn induce additional dependence on thepolarization.8.9 ConclusionsIn this Chapter, we have introduced a new density-functional perturbationtheory as the correct generalization of the density functional formalism forthe case of in�nite periodic systems. We have seen that correct handling ofthe macroscopic polarization is mandatory when investigating the responseof insulators to homogeneous electric �elds, and can prevent the correct KSdescription of polar solids when using BvK boundary condition.The dependence on polarization of the KS exchange-correlation energymanifests as a �ctitious exchange-correlation electric �eld to which are sub-mitted the KS particles of the system. This exchange-correlation �eld in-duces a divergence in the long-wavelength part of the exchange-correlationkernel. The optical dielectric tensor, Born e�ective charges and dynamicalmatrix associated to phonon of long-wavelength computed within local orsemi-local approximations (LDA, GGA), that are not able to reproducethat behaviour, will be wrong from a �nite amount.Physically, the polarization dependence of the exchange-correlation en-ergy has been associated to a polarizability of the exchange-correlation holewithin the KS exchange-correlation electric �eld.8.10 ReferencesThe results presented in this Chapter have been partly discussed in thefollowing papers:� Gonze X., Ph. Ghosez and R. W. Godby, Density-polarization func-tional theory of the response of a periodic insulating solid to an electric�eld, Phys. Rev. Lett. 74, 4035 (1995).� Gonze X., Ph. Ghosez and R. W. Godby, Density-functional theoryof polar insulators, Phys. Rev. Lett. 78, 294 (1997).� Gonze X., Ph. Ghosez and R. W. Godby, Polarization dependence ofthe exchange energy, Phys. Rev. Lett. 78, 2029 (1997).



220 CHAPTER 8. DPFT� Ghosez Ph., X. Gonze and R. W. Godby, The long-wavelength be-haviour of the exchange-correlation kernel in the density functionaltheory of periodic systems, submitted to Phys. Rev. B (1997).



ConclusionsFirst-principles calculations performed within the density functional for-malism are now currently used, as a complement to the experiment, for theinvestigation of the properties of crystalline solids. In this work, we appliedsuch a technique to the study of ferroelectric barium titanate. Some ofour results directly concern the physics of the material. Another part ofour work questions the fundamentals of the theory within which our cal-culations have been performed. Our main results can be summarized asfollows.Concerning �rst barium titanate, we paid a particular attention to theinterplay between the electronic and dynamical properties, with the inten-tion of clarifying the microscopic origin of the instability associated to theferroelectric distortion. In our discussion (see owchart verso), the Borne�ective charge appeared as a central quantity: its amplitude, on one handintimately related to the electronic properties, was also on the other handmonitoring the destabilizing long-range dipolar forces generating the polarinstability.As a �rst step, anomalously large Born e�ective charges were identi-�ed in BaTiO3 on titanium and on oxygen for atomic displacements alongthe Ti{O direction (Table 5.2). It was highlighted that the Born e�ectivecharge is a dynamical concept and that its amplitude cannot be deducedfrom the inspection of the electronic density alone. Following the model ofHarrison, the anomalous charges were associated to macroscopic electroniccurrents. They were understood in terms of transfers of charge induced bydynamic changes of orbital hybridizations. From a band-by-band decompo-sition (Section 5.6), we emphasized that the existence of partial hybridiza-tions between occupied and unoccupied states is an essential feature foranomalous contributions to appear. In contrast, hybridizations restrictedto occupied states generate compensating anomalous contributions, not af-fecting the global value of the Born e�ective charges. The anomalously221
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CONCLUSIONS 223large amplitude of the Born e�ective charges on titanium and on oxygenwas attributed to dynamic changes of hybridization between O 2p and Ti3d orbitals. It was shown that the amplitude of these anomalous charges isstrongly sensitive to the anisotropy of the interatomic distances along theTi{O chain (Fig. 5.3).As a second step we investigated the consequences of the anomalouslylarge Born e�ective charges on the lattice dynamics. Following the originalidea of Cochran, we separated the respective contribution of the dipolarand short-range forces to the frequency of the transverse modes at the� point. It was shown that the instability of the ferroelectric mode isinduced by the compensation of stabilizing short-range forces by a largerdestabilizing dipole-dipole interaction (Fig. 7.2). The driving force of thetransition appeared as the anomalously large Born e�ective charges, thatcouple together for the speci�c displacement pattern associated with theferroelectric mode, in order to generate a giant dipolar interaction. Fromthat viewpoint, the ferroelectric instability was also coherently related tothe dynamic changes of hybridizations between O 2p and Ti 3d orbitals,responsible of the unusual amplitude of the Born e�ective charges.It was pointed out that the balance of force, leading to the ferroelectricinstability, is very delicate. Disappearance of the unstable mode in therhombohedral phase was attributed to a reduction of the Born e�ectivecharges in this phase while its stabilization under isotropic pressure wasmore likely connected to a modi�cation of the short-range forces.Going further, we reported full phonon dispersion curves for the cu-bic phase of barium titanate (Fig. 7.4). The observed pronounced two-dimensional character of the ferroelectric instability in the Brillouin zone(Fig. 7.6) was associated to a chain-structure instability in real space. Inagreement with this picture, it was observed that both short-range anddipolar parts of the the interatomic force constants are highly anisotropic:they are associated to a much stronger correlation of the atomic displace-ments along the Ti{O chains. It was pointed out that a single atomicdisplacement is never unstable but that a cooperative displacement of adozen of atoms along a single isolated Ti{O chain is enough to induce theferroelectric instability (Fig. 7.7). As a consequence of the large dipolarforces, the coupling between the displacements of a Ti atom and its �rstoxygen neighbour is destabilizing. This destabilizing coupling, even if small,appeared as an essential feature to reproduce the structural instability.Throughout this work, a particular emphasis has also been placed onthe formalism within which our calculations have been performed. In thiscontext, we investigated the correct generalization of the density func-



224 CONCLUSIONStional formalism for the case of truly periodic insulators. We highlightedthat correct handling of the polarization is mandatory when investigatingthe response of insulators to homogeneous electric �elds, and can preventthe correct Kohn-Sham description of polar insulators when using periodicboundary conditions. The crucial role of the polarization originates in anultra non-local dependence on the density. It led to the introduction of anew density-polarization functional theory for the case of in�nite periodicsystems.It was shown that the polarization dependence of the exchange-correla-tion energy shows itself in an additional �ctitious electric �eld to which aresubmitted the Kohn-Sham particles of the system (Fig. 8.1). It also inducesa divergence in the long wavelength part of the exact exchange-correlationkernel (Fig. 8.5). These behaviours are not reproduced within the usuallocal density approximation (LDA) and generalized gradient approximation(GGA). We demonstrated that the absence of divergence in the exchange-correlation kernel associated to these approximate functionals a�ects theamplitude of the computed optical dielectric constant by a �nite amount.A similar consequence is expected for the Born e�ective charges and thefrequencies of long-wavelength longitudinal phonons.



Appendix ATechnical detailsIn this appendix, we report some technical details concerning our �rst-principles study of barium titanate.The calculations have been performed in the general framework of thedensity functional formalism. The exchange-correlation energy has beenevaluated within the local density approximation, using a polynomial para-metrization [280] of Ceperley-Alder [29] homogeneous electron gas data.Our results have been obtained in the context of a plane-wave pseudopo-tential approach. Integrations over the Brillouin zone were replaced bysums on a mesh of special k-points [197, 198].In a �rst Section, we describe the pseudopotentials that have been usedin our calculations. In a second part we briey discuss the convergence ofthe results in terms of the Brillouin zone sampling and the kinetic energycuto�, used to de�ned the plane-wave basis set. In a third Section, weinvestigate the role of the exchange-correlation energy on the ferroelectricinstability.A.1 PseudopotentialsIn our study of BaTiO3, the ionic{core electrons potentials were replacedby ab initio, separable, extended norm conserving pseudopotentials, as pro-posed by M. Teter [279]. For the oxygen atom, in order to increase thetransferability, an additional condition of \chemical hardness" conservationhas been imposed.The 5s, 5p and 6s levels of barium, the 3s, 3p and 3d levels of titaniumand the 2s and 2p levels of oxygen have been treated as valence states. Thereference con�guration and core radii of the pseudopotentials are reported225



226 APPENDIX A. TECHNICAL DETAILSTable A.1: Reference con�guration and core radii of the pseudopotentialsthat we have used in our study of BaTiO3.Ba Ti OReference 5s2 5p6 6s0 3s2 3p6 3d2 4s0 2s2 2p4Core radius (a.u.) s 1.7 1.25 1.65p 1.7 1.25 1.65d 1.7 1.65 {in Table A.1. The local and non-local part of the pseudopotentials as wellas the radial part of the pseudo-wavefunctions are plotted in Ref. [55]. Wenote that due to the description of the Ti 3s semi-core level as a valencestate, the Ti pseudopotential is relatively hard and imposes to work at arelatively high cuto� energy (35-45 Ha).A.2 Convergence studyTypically, the plane-wave energy cuto� and the mesh of k-points to be usedin order to obtain well converged results are dependent from one propertyto the other. The convergence problems are now briey discussed.A.2.1 Ground-state propertiesIn Chapter 3, a convergence better than 10 meV has been obtained on theelectronic band structure when using a 4 � 4 � 4 mesh of special k-pointsand a 45 Ha cuto� (about 6200 plane-waves included in the basis set).Although the lattice constant in the cubic phase was fairly insensitiveto the quality of the Brillouin zone integration, the optimization of theatomic positions in the ferroelectric phases required a denser mesh of spe-cial k-points. A convergence of the order of 0.001 (see Table A.2) has beenobtained on the atomic positions (in reduced coordinates) in the rhombo-hedral phase when using a 6� 6� 6 mesh of special k-points and a 35 Hacuto� (about 4100 plane-waves). A similar convergence is expected for theother ferroelectric phases.



A.3. STRUCTURAL OPTIMIZATION 227Table A.2: Convergence of the atomic positions with k-point set and energycuto� (Hartree) for a rhombohedral distortion in the cubic unit cell ofBaTiO3. Notations have been de�ned in Chapter 3.k-point mesh Ecut �R�Ti �R�O1 �R�O22� 2� 2 35 -0.0000 0.0000 0.00004� 4� 4 35 -0.0104 0.0121 0.018145 -0.0104 0.0120 0.01836� 6� 6 35 -0.0110 0.0133 0.0192A.2.2 Response functionsThe Born e�ective charges and the dielectric tensors presented in Chapter5 and 6 were obtained with a 6�6�6 mesh of special k-points and a 35 Hacuto�. These parameters guarantee a convergence better than 0.5% on Z�as well as on each of its band by band contributions. A similar accuracy isobtained on �1.Well converged phonon frequencies also required a 6 � 6 � 6 mesh ofspecial k-points (this mesh was veri�ed by di�erent authors to give su�cientaccuracy [141, 292]). The phonon frequencies at the � point were alreadywell converged (up to the order of 1 cm�1) at a 35 Ha cuto�. Similarly,the phonon eigenvectors were fully converged at this speci�c cuto� energy.However, in order to minimize convergence errors on further associatedquantities (like the interatomic force constants), all our calculations in thecubic phase presented in Chapter 7 have been performed at a higher 45 Hacuto� energy. The Born e�ective charges and dielectric tensor, required toevaluate the long-range Coulomb interaction were coherently recomputedat this higher cuto� energy. We note that the results concerning the �point of the rhombohedral structure were obtained at a 35 Ha cuto�, atwhich the structural optimization had been previously performed and forwhich Born e�ective charges and dielectric tensors were already available.A.3 Structural optimizationIn Chapter 3, we reported results concerning the structural optimizationof BaTiO3 in its four di�erent phases. As mentioned in that Chapter, thetheoretical results are in satisfactory agreement with the experiment. How-ever, the error is larger than that usually observed within the LDA for
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Figure A.1: The cohesive energy (� � Ecoh) of cubic BaTiO3 and its kinetic(4 � Ekin), electrostatic (2 � Eelec) and exchange-correlation (3 � Exc)contributions as a function of the lattice parameter. As shown in the inset,when neglecting the exchange-correlation contribution (� � Ekin+Eelec),the optimum lattice parameter is shifted from 3.94 to around 4.9 �A.other materials. This is not a particular feature of our calculations butit was similarly observed by di�erent groups studying the family of ABO3compounds: it was intuitively attributed to the approximate descriptionof the exchange-correlation energy within the LDA. In order to investigatethe role of the exchange-correlation energy in the identi�cation of the op-timized structures, we decomposed the total crystal energy into its kinetic,electrostatic and exchange-correlation contributions.A �rst result, reported in Fig. A.1, concerns the evolution of the cohesiveenergy of cubic BaTiO3 in terms of the lattice parameter. In the same spirit,in Fig. A.2, we examine the contribution of the exchange-correlation energyto the lowering of the total energy along a path of atomic displacementsfrom the cubic to the rhombohedral structure (the macroscopic strain hasbeen neglected).In both cases, it is observed that the well, from which the equilibriumstructural parameter is deduced, is very at. This provides from the near
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Figure A.2: Kinetic (4 � Ekin), electrostatic (2 � Eelec) and exchange-correlation (3 � Exc) contributions to the lowering of the crystal energy(� � Etot) along a path of atomic displacements from the cubic (� = 0) tothe rhombohedral (� = 1) structure. As shown in the inset, when neglectingthe exchange-correlation contribution (� � Ekin + Eelec), the ferroelectricinstability disappears.compensation between large but antagonist kinetic and electrostatic con-tributions. At the scale of the well depth, the small exchange-correlationenergy appears as a major contribution to the lowering of the crystal energy,necessary to reproduce the correct structure (see the insets of Fig. A.1{A.2).From these graphs, it appears clearly that the exchange-correlationenergy plays an important role in the description of BaTiO3. There-fore, it should not be surprising if the results were more strongly sensi-tive than for other compounds to the approximate description of this termwithin the LDA. It is expected that the amplitude of the calculated opti-mized parameters should be particularly sensitive to distinct handling ofthe exchange-correlation e�ects from one approximation to the other (LDA,GGA, WDA). Recently, it was observed that the lattice parameter of thecubic phase obtained within the WDA [270] is in better agreement with theexperiment than that computed within the LDA.
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Appendix BThe atomic chargesB.1 The static atomic chargesIn this Appendix, we give a few additional informations concerning someof the static atomic charges that were briey discussed in Chapter 5.Mulliken population analysis [203]: this method makes use of thebasis functions that are used to represent the wavefunctions (it basicallyconsists in an analysis of the density matrix: see for instance Ref. [194]).Although widely used, this charge has long been recognized as strongly de-pendent on the basis set. It can also yield unphysical negative value forthe population of some orbitals. Finally, it seems sometimes to give anunreasonable physical picture in materials having signi�cant ionic charac-ter. An interesting improvement of this method that circumvents most ofits drawback, was proposed by Weinhold et al. [237] who introduced theconcept of natural atomic orbitals.Hirshfeld method [120]: this method separates the charge densityinto overlapping contributions. The charge density at each point of space isseparated between the constituent atoms in the same proportions as theycontribute to the charge density to that point in a hypothetical compound,constructed by the superposition of the spherically symmetrized chargedensity distributions of the isolated atoms. Note that various alternativemethods for �tting overlapping atomic densities have been proposed (seeRef. [194]).Bader method [8]: this method splits the electronic density betweennon-overlapping regions on the basis of topological arguments [48, 265].Critical points are �rst identi�ed that correspond to minimum charge den-sity along the bond between the di�erent atoms. From these points, paths231



232 APPENDIX B. THE ATOMIC CHARGESfor which the charge density decreases most rapidly are then developed indirection perpendicular to the bond. The sets of these paths de�ne zero-uxsurfaces separating the atoms. This method is very elegant but it su�ersfrom some problems. There is a possibility of empty loges, portions of spacethat do not belong to any particular atom. Moreover, since a high densityon a particular atom repels the zero-ux surface, the Bader charge valueusually exaggerate the atomic charges. In spite of these inconvenients, thischarge is sometimes considered as the best choice [300].ESPD charge of Lee et al. [165]: this method is based on a �t,through a variational principle, of the electrostatic potential energy fromspherical atom model potentials. This technique is a generalization fromcommonly employed methods that derive atomic charges from least-squares�tting of the electrostatic potential at a given set of points and that areusually dependent from the choice of these �tting points. The new methodof Lee et al. depends only on the electron density and does not require�tting points.Harrison charges [113]: a static e�ective charge concept appears nat-urally within the tight-binding model of Harrison. This charge di�er fromthe bare ionic charge expected in a purely ionic compound by a static trans-fer of electrons between the atoms, determined from the orbital interactionparameters. It is the additional bond-length dependence of these parame-ters that is at the origin of the dynamic contribution to the Born e�ectivecharge.B.2 The Harrison modelIn this Section, we briey describe the bond orbital model proposed byHarrison for the case of ABO3 compounds [113]. In particular, we paya particular attention to the de�nition and the calculation of static anddynamic charges within this model. Values are reported for SrTiO3.The bond orbital model of Harrison consists in a simpli�ed tight-bindingmodel, where the Hamiltonian is limited to the on-site and nearest neigh-bour terms. Moreover, for ABO3 compounds, it is assumed that the Aatom has no other function than to provide electrons to the system, andis fully ionized. The only considered interactions involve B and O atomorbitals.The model includes O 2s, O 2p and B d orbitals, interacting throughVsd;� , Vpd;� and Vpd;� parameters. The matrix elements Vsd;� and Vpd;� arenearly identical. It is therefore suggested to construct two sp hybrids onthe oxygen, (js > �jp >)=p2, that each will have a large matrix element(V +hd;� = [Vsd;� + Vpd;�]=p2) coupling one hybrid to the d state on one side



B.2. THE HARRISON MODEL 233and a negligible matrix element (V �hd;� = [Vsd;� � Vpd;� ]=p2) coupling thathybrid to the d state on the other.B.2.1 E�ective static chargeIn absence of interactions, the static charges of SrTiO3 should be of +2on Sr, +4 on Ti and �2 on O. Due to the Ti-O orbital interactions, thetransfer of electrons from Ti to O is not complete and the e�ective staticcharge on O becomes: ZO = �2 + T� + T� (B.1)where T� = 4 V +hd;�[�d � (�s + �p)=2]!2 (B.2)(\4" because there are 2 hybrids composed of 2 electrons that each interactsmainly with one Ti neighbour) andT� = 8 V +pd;�[�d � �p)]!2 (B.3)(\8" because there are 4 electrons that are each partly delocalized on the2 Ti neighbours).For SrTiO3, from the parameters of Matheiss, T� = 0:35 and T� = 0:68so that ZO = 0:96.B.2.2 Born e�ective chargeThe calculation of the Born e�ective charge now requires to make use of thedependence of the matrix elements V upon the bond length d. From theHarrison table, the previous matrix elements have all the same interatomicdependence: V = Kd�7=2 (B.4)�V = �72V �dd (B.5)so that (V + �V )2 = V 2 + 2 V �V + O(2) (B.6)= V 2 + 2 (�72 )V 2 �dd +O(2) (B.7)



234 APPENDIX B. THE ATOMIC CHARGESWhen displacing the O atom along the Ti-O direction, there will be anadditional transfer of electron from O to the nearest Ti that is equal to�T� = 2[2 (�72 )( Vhd;��d � �h )2]�dd (B.8)�T� = 4[2 (�72 )( Vpd;��d � �p )2]�dd (B.9)On the other hand, there will be the same transfer of charge from theother neighbour Ti atom to O, so that the previous electrons are globallytransferred on a distance 2d. The change of polarization associated to thistransfer of charge is: �P� = �28( Vhd;��d � �h )2�d (B.10)�P� = �56( Vpd;��d � �p )2�d (B.11)The associated dynamic contribution to the Born e�ective charge is (�P=�d):�Z�� = �28( Vhd;��d � �h )2 (B.12)�Z�� = �56( Vpd;��d � �p )2 (B.13)The e�ective charge on the O atom for a displacement along the Ti-Odirection is therefore: Z�Ok = ZO + �Z�� + �Z�� (B.14)For SrTiO3, from the parameters of Matheiss, �Z�� = �2:45 and �Z�� =�4:76 so that Z�Ok = �8:18.



Appendix CPhononsC.1 The acoustic sum ruleAs mentioned in Chapter 7, the total energy of a crystal must remain in-variant under homogeneous translations, so that the dynamical matrix at� should admit homogeneous translations as eigenvectors with zero eigen-frequencies. This condition imposes a requirement on the elements of thedynamical matrix well known as the \acoustic sum rule" (ASR). This ruleis however not exactly satis�ed in practical calculations due to technicalapproximations that slightly break the translational invariance of the totalenergy. In this Section, we �rst reinvestigate the origin of the problem. Wethen discuss how it can be e�ciently eliminated for the case of BaTiO3.The di�erent contributions to the total energy (see Chapter 2) are eval-uated in a translational invariant way, except the exchange-correlation partfor which the integration in real space over the unit cell is approximatedby a sum on a �nite grid of points:Exc[n] = Z
o �LDAxc [n(r)] : n(r) dr (C.1)� Xi �LDAxc [n(ri)] : n(ri) (C.2)The exchange-correlation energy so obtained is not independent on theposition of the atoms with respect to the grid so that small oscillations ofthe energy are observed when the atoms are homogeneously shifted.This is illustrated in Fig. C.1-a for the case of BaTiO3, for which weused a grid composed of 48�48�48 points. It is seen that the total energy235
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C.1. THE ACOUSTIC SUM RULE 237of the crystal is not invariant under translation but oscillates at a frequencydirectly related to the space between points of the grid. In Fig. C.1-b itis highlighted that this oscillation is induced by the exchange-correlationterm while the other contributions compensates.It should be argued that the amplitude of the oscillations is very smallcompared to the total energy of the crystal (-133.137 Ha/cell). However,the wavelength of the oscillations is also very small so that the curvatureof the energy at the origin is not negligible. When identifying the elementsof the dynamical matrix (i.e., the second energy derivatives of the energywith respect to a speci�c atomic displacement), this unphysical curvaturewill produce an erroneous contribution.For instance, the dynamical matrix of BaTiO3 at the � point, obtainedby linear response, does not satisfy the ASR and the associated eigenfre-quencies of the transverse modes are equal respectively to: 156 i, 101, 263and 524 cm�1. No one of these modes is associated to a perfect translationof the crystal; no one has zero frequency. From the curvature of the energyat the origin in Fig. C.1, we can estimate the �ctitious frequency of thetranslational mode to 121 cm�1. The frequency of the same translationalmode, calculated from the dynamical matrix obtained by linear response isequal to 122 cm�1. This result clearly identi�es the ASR problem with thebreak of translational invariance induced by our technique of calculation ofthe exchange-correlation energy.The ASR imposes a requirement on a speci�c collective displacementof the di�erent atoms. In order to correct e�ciently the di�erent elementsof the dynamical matrix (eventually also at other wavevectors than �) itis important to quantify the contribution from each atom to the break ofthe sum rule. For that purpose, we now consider di�erent cubic unit cells,identical in volume to that of BaTiO3, but composed of a single atom ofBa, Ti and O respectively. For each of them, we then study the evolutionof the total energy under translation. The result is reported in Fig. C.2.We observe that (i) for Ba and Ti atoms, the translational invariance iswell preserved, (ii) the evolution of the energy in BaTiO3 (Fig. C.1) isreproduced in good approximationas three times the evolution of the energyassociated to the displacement of a single isolated O atom. This points outthat our ASR problem is associated to the oxygen atom only and is notdependent on the environment in which this atom is placed.The predominant role plays by the oxygen is con�rmed from the in-spection of the dynamical submatrix, associated to displacements along
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240 APPENDIX C. PHONONSTable C.1: Phonon frequencies (cm�1) at the � point in the experimentalcubic phase of SrTiO3. The LO-TO splitting was computed from the the-oretical Z� and �1 (see text). Values in brackets were deduced with theexperimental dielectric constant �1 = 5:18.Mode Present Ref. [313] ExperimentF1u(TO1) 87 i 41 i -F1u(LO1) 140 (141) 158 171F1u(TO2) 149 165 175F1u(LO2) 443 (451) 454 474F1u(TO3) 519 546 545F1u(LO3) 746 (811) 829 795F2u 223 - -correlation energy is evaluated. The problem was particularly stringent inour study of BaTiO3. The bad feature was directly related to the speci�coxygen pseudopotential that was used in our calculation. Furtunately, acoherent procedure has been found to eliminate the problem. From ourexperience, it is suggested that invariance under translation should be anadditional criterion to be checked when generating atomic pseudopotentialsfor the study of the dynamical properties of solids.C.2 SrTiO3In the same spirit than for BaTiO3, the phonon frequencies at the � pointhave been obtained for the cubic phase of SrTiO3. Computations have beenperformed on a 6 � 6 � 6 mesh of special k-points and at a 45 Ha cuto�.The results are presented in Table C.1 and are associated to a cubic phaseat the experimental lattice parameter of 7.38 bohr 2. The LO-TO splittingwas deduced from the Born e�ective charges reported in Chapter 5 andfrom the theoretical optical dielectric constant �1 = 6:33.We note the existence of an unstable mode at the � point that is as-sociated to the ferroelectric displacement of the titanium atom against theoxygen cage. Similarly to what was discussed for BaTiO3, we have observedthat the small instability (!2 = �7537 cm�2) associated to the ferroelec-tric polar distortion comes from the near cancellation between destabilizing2The LDA optimized lattice constant is of 7.27 bohr [55].



C.2. SRTIO3 241dipolar forces (!2DD = �369265 cm�2) and stabilizing short-range forces(!2SR = +361728 cm�2).In spite of its small ferroelectric instability, SrTiO3 is however neverferroelectric: it undergoes an anti-ferrodistortive transition induced by an-other more unstable phonon at the R-point, which is associated to a tilt ofthe oxygen octahedra.
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Appendix DOne-dimensional modelsemiconductorIt was shown in Chapter 1 that, within Kohn-Sham (KS) formulation ofthe density functional theory, the interacting electron problem is mappedonto another system of non-interacting particles [147] within an e�ectivepotential vs = vext + vH + vxc, where vext is the external potential, vH isthe Hartree potential and vxc is the exchange-correlation potential. This�ctitious system satis�es the KS equation:[�12r2 + vext(r) + vH(r) + vxc(r)] i(r) = "i  i(r) (D.1)Stricto sensu, the eigenvalues and eigenfunctions of the KS equations areunphysical quantities, that appear only for a mathematical reason. How-ever, the formalism guarantees that the KS particles reproduce correctlythe total ground-state electron density of the real system as far as the ex-act form of the exchange-correlation potential is known. As discussed inChapter 2, this potential is however unknown and, in practice, it must beapproximated.In Chapter 1, we also mentioned that, within many-body theory (MBT),the proper procedure to obtain the one-particles excitations of a system is tosolve a Schrodinger-like equation containing a non-local energy-dependentself-energy operator �(r; r0; !) [114]:[�12r2+vext(r)+vH(r)]	i(r)+Z �(r; r0; !)	i(r0)d3r0 = Ei	i(r): (D.2)The eigenfunctions 	i are usually called the Dyson amplitudes and Eicorrespond to the quasi-particle energies. This is another independent-243



244 APPENDIX D. MODEL SEMICONDUCTORparticles approach of the many-body problem. It gives the exact ground-state charge density as far as the exact self-energy operator is known.In practical computations, � is usually calculated in the so-called GWapproximation [114, 126, 83] using the one-particle Green's function (G)and the screened Coulomb interaction (W). Godby, Schl�uter and Sham [83]showed that, within this approximation, the self-energy operator � of fourclassic semiconductors (Si, GaAs, AlAs, diamond) can be approximated bythe following simple functional form:�(r; r0; !) � 12 [f(r) + f(r0)]g(jr� r0j)h(!) (D.3)They observed that the non-locality (g) is essential in determining the cor-rect bandgap which is only slightly a�ected by the energy dependence (h).For our one-dimensional semiconductor, we chose a similar model self-energy operator, but neglecting the energy dependence 1. We de�ne ourmodel semiconductor as being exactly described by this simpli�ed self-energy operator. Following the procedure describe below, we will thenbuild a KS theory and investigate the behaviour of the associated exchange-correlation potential, exact within the model. The results must be under-stood as follows. At a formal level, the DFT theorems are general andcan be applied to any system, so in particular, to our model. Our results,considered as exact within the model, will allow to point out formal lim-its of the KS construction. For instance, quantities that are not correctlyreproduced from the KS system within the model have no guarantee tobe correctly reproduced in the exact KS representation of a real many-body system. At a more speculative level, it can also be expected thatconsequences directly related to the non-locality of � should be similarlypresent in real many-body systems, for which the non-locality appears as afundamental feature.Our model consists in the same one-dimensional semiconductor as �rstused by Godby and Sham in Ref. [86]. This solid is treated numerically ina supercell consisting of N basic unit cells of length a. We consider thatthe exact description of our system is given by Eq. D.2 where the externalplus Hartree potential is taken to be:vext(x) + vH(x) = Vc cos(2�x=a) + Vs sin(4�x=a) + � cos(2�x=Na) (D.4)1When neglecting the energy dependence of the self-energy operator, the Dyson am-plitudes become orthogonal and can be squared and summed to obtain the electrondensity. For this particular case, the macroscopic polarization can also be deduced froma Berry phase of the Dyson amplitudes.



MODEL SEMICONDUCTOR 245where Vc is the amplitude of the main part of the potential. Vs is theamplitude of an optional potential required to mimic an asymmetric polarsolid. The parameter � is the amplitude of another optional slowly varyingpotential intended for reproducing the action of an electric �eld. In thelimit of an in�nitely long supercell (N !1), this term will reproduce theaction of an homogeneous electric �eld. The self-energy operator is takento be �(x; x0; !) = 12[f(x) + f(x0)]g(jx� x0j) (D.5)where f(r) = �F0[1�cos(2�x=a)] is a negative function with the periodicityof one unit cell and g(y) = ��1=2w�1exp[�(y=w)2] is a normalized gaussianof width w. Note that our model self-energy operator �, although non-local, does not have any non-locality on the scale of the supercell and is thesame in two cells whose electron density is the same. This is a physicallyreasonable in the absence of long-range Coulomb e�ects.In this particular framework, and for each particular choice of the pa-rameters of the model, we can �rst solve the many-body problem by directdiagonalization of the equations containing the self-energy operator (Eq.D.2), using a plane-wave basis set and a supercell technique. The asso-ciated many-body ground-state density is deduced from the sum of thesquares of the eigenfunctions of the occupied states.Then, using nonlinear optimization techniques, an exact density fonc-tional theory can be constructed by determining the local potential vs whichwhen �lled with non-interacting electrons (Eq. D.1) reproduces the samedensity as in the many-body case. The exact exchange-correlation potentialis deduced has vxc = vs � (vext + vH).Independently of the two optional potentials, our model is characterizedby the lattice constant a and three additional parameters: Vc for the localpotential of Eq. (D.2); F0 and w for the self-energy oprerator. In thiswork, we usually considered the same set of non-critical parameters thanalready used by Godby and Sham [86]: a= 4 a.u., Vc= 0.0 eV, F0= -4.08eV, w= 2 a.u.. They were chosen to be reasonably representative of a realsemiconductor. With these parameters, the bandbap is of 2.2 eV in the non-local calculation and of 1.89 eV in the DFT case. A plot of the electronicdensity and associated e�ective potential are reported in Ref. [86]. Both theoptional potentials (Vs and � parameters) can now be alternatively turnedon in order to create a non-zero macroscopic polarization.
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